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SECTION I

PROGRAM SUMMARY

This report describes research work whose goal is to develop
useful, efficient and economical learning machines. A learning machine
may be broadly defined as a mechanical system that behaves in a manner
similar to biological systems under conditions in which the latter areIi described as "learning."

Within this general framework, the problem is to devise net-
works and corresponding rules of behavior for the network elements which
vill yield the desired overall behavior. A great variety of network and
element types are possible. The work reported here is restricted to
networks consisting of linear-input logic elements. The reasons for
this selection are discussed in the body of the report.

LI The previous state of understanding of learning networks con-
U sisting of linear-input logic elements may be described as follows. The

behavior of single element (one-stage) networks was reasonably well
understood. Proofs of convergence to a "learned" condition (absence of
errors) for the network existed, and bounds on the number of errors
before convergence had been derived.* For multi-element networks, how-
ever, only fragmentary evidence of learning behavior existed, and con-
vergence had only been proven in'special and rather inefficient cases.
In addition, no general guiding principles had emerged.

r * Appendix A, "A Magnetic Integrator for the Perceptron Program", Annual
Sumnary Report, Aeronutronic Div., Ford Motor Co., Aug. 1961, ASTIA

U #AD 264,227.
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The work reported here was confined primarily to the multi-
element learning network problem. The major results may be summarized
as follows:

(1) Based upon the experimental work reported, three
principles which appear to be fundamental to
successful multi-element network learning have
been formulated.

(2) A consistent body of experimental evidence
supporting these principles has been developed.

(3) A parallel logic technique has been developed
which makes possible the economical mechanization
of large learning networks.

In support of these results, the research work which was performed
can be divided into four phases. They are as follows.

In order to provide a standard of comparison for multi-element
learning networks, a listing of all possible linear-input logic mechani-
zations of functions through four input variables was prepared. Based
upon this list, functions can be arranged in some order of relative
learning difficulty. The function difficulty, and possible forms of
mechanization, therefore represents a standard against which experimental
results on specific functions and learning methods may be compared., The
list of four-input functions is presented in the Appendix.

Experiments on learning in multi-element networks were conducted
on the learning machine previously constructed for the Office of Naval
Research and Rome Air Development Center.* The machine and experiments
conducted on it are described in Section 2. Based upon these experiments,
and other simulations, new learning network principles were formulated.

The new principles of network learning were reduced to specific
form and hand simulated. The principles may be briefly described as:
1) excess network capacity, 2) network self-evaluation, and 3) least-effort
adaptation. Striking success with early hand simulations led to the
writing of a computer program for conducting more extensive exploration.
The program was completed and run on a variety of multi-element functions,

"* "A Magnetic Integrator for the Perceptron Program", Annual Summary Report,
Aeronutronic Div., Ford Motor Co., Aug. 1961, ASTIA #AD 264227..
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I including those from the four-input list described above. The results
were notably successful. This approach to multi-element network learning,
a summary of the computer program, and its results are presented in
Section 3.

iS In view of the practical need for large networks of learning
elements, efforts were made to convert a parallel logic technique to this
type of operation. A mechanization for large parallel arrays of learning
elements was therefore developed. Single-layer convergence of such arrays
wasaproven, and a simple example performed. These results were reported,*
and are recounted briefly in Section 4.

in

'I

U
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S*J. K. Hawins, C. J. Munsey,. "A Natural Image Computer", 00iclProcessing
o~f InfiormationY Spartan Books. (to be published') .
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SECTION 2

LEARNING MACHINE EXPERIMNTS

Experiments of learning processes on multi-layer networks of
adaptive elements were performed upon the machine constructed for the
Office of Naval Research and Rome Air Development Center, previously
reported. These experiments provided valuable early insight into the
nature of multi-layer network behavior. They also suggested a basis
for the improvements in network learning principles which are formulated
in Section 3.

In order to provide a self-contained report, this section
recapitulates briefly the principles of individual learning elements,
and describes the structure and operation of the experimental machine.
It concludes with a brief report on the experiments conducted on the
machine) which in turn led to the revisions in approach discussed in
Section 3.

2.1 MACHINE DESCRIPTION

The machine to be described is a special purpose computer.
It was conceived and designed to explore experimentally self-organizing
logic, and its realization in working hardware. This machine is unique
in that the basic logic modules may be connected in cascade without
limit. This freedom permits experimental realization of the important
multi-layer logic functions. Another unique feature is the magnetic
integrator employed as an adjustable weighting and storage element in
the logic module.

*"A Magnetic Integrator-.for the Perceptron Program", Annual Summary Report,
Aeronutronic Div., Ford Motor Co., Aug. 1961, ASTIA #AD 264227'
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i The basic components of the machine are linear threshold logic
elements. In this type of logic element, binary inputs are linearly

£ weighted and summed. The binary output (proposition) is the result of
a threshold decision on this quantized set.

Given a network of linear-threshold logic devices, it is
possible to alter the binary transmission of the network by altering
the weight values. This adjustability of the network permits its trans-
mission to be brought into congruence with a desired standard. It has
been demonstrated, at least for a single stage, that weight change
strategies exist which insure convergence to any realizable transmission
function, The machine to be described employs a successful single stage

i strategy, with the exception that extra controls are added to permit
multi-stage experiments.

Sa. Control of Stored Value Change

The value of magnetic flux stored in the integrator, called the
W-unit, represents the present state of the machine and must be changed
to obtain new states. This change is brought about by built-in logical
rules, The W-units also provide interconnections between the amplifiers
(A-units) which perform the threshold decision upon the input sum. The
machine, as constructed, has a built-in logic for value growth which mayJJ be stated by three rules:

(1) Increment only if "control" is ON.

i (2) Increment only if the actual output of the
associated A-unit does not match the selectedUi desired response.

(31) Make the sign of the increment equal to the
sign of the algebraic product of the input tofi the W-unit and the output desired from the
A-unit,

[I Rules one and two are implemented in the A-unit, but rul~e three
U d,0pends' on both the A and W units.

b. Machine Structure

The computer contains 32 linear-threshold logic units and the
i necessary supporting apparatus. This includes input, programming, control

and power supply sections. All equipment is contained in a pair of six
foot racks as illustrated in Figure 2.1 and 2.2. At the upper left are

~ -5-
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located several square arrays of indicator lamps. These are used to
display the state of the input (when it is an image) and, through the
Program Board, selected internal states.

An image input is provided. This takes the form of a 16 x 16
bit raster of photoconductors, each connects to an individual flip-flop
(S-unit). In effect, the S-unit converts a change at the photoconductor
into a binary signal. Light images are projected onto the raster with
an automatic 35 mm slide projector.

An alternate input apparatus consists of a five stage binary
counter to provide, in rapid succession) all combinations of up to five
binary variables, In conjunction with this counter is a conventional
gate and switch arrangement which permits any of the functions of five
variables to be formed.

The Program Board, a removable patch board, contains the leads
necessary to connect the linear-logic units (W-A units) into a desired
network configuration.

Each threshold-logic unit consists of two circuit boards. One
board contains up to eight magnetic integrator weighting devices and
associated transistors. The A-unit contains the remainder of the threshold
logic and self-organizing functions.

c. Operation

To operate the machine the experimenter makes a set of connec-
tions on the Program Board to set up the desired network. In addition,
he chooses several other variables concerned with the succession of events
which control the weight changing (self-organizing) behavior.

Each network element requires connections, in addition to input
and output, for increment control, and to signal when a desired response
has occurred. A variety of possible sources or destinations for these
signals are presented in Table I.

A given network is tested by exposing it to a sequence of
different inputs; an input being a binary word of arbitrary length. Each
input is accompanied by a signal which indicates the network response
desired. When the response is incorrect, weight values are altered
(incremented) according to the given rules.

The experimenter has some weight changing options which he must
exercise. These are:

-8-
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TABLE I

II SIGNAL POSSIBLE SOURCE OR TERMINATION

Input 1. Internal pattern counter.

2. Photocell raster (S-units).

3. Output of other A-units.

U
Output 1. External indicator (Oscilloscope)

2. Input of other W-units.

3. Desired resporse or increment
control of other A-units,'

Desired Response i. Desired output flip-flop, associated
-with the internal pattern counter.

2. Certain photocells in the input.
r- raster which transduce a code word

placed on the input slide.

3. The output of other A-units.

SIncrement Control 1. Bank counter.

2. The output of other A-units.

U.

II -9-
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(1) From one to sixteen increment actions may be
taken each time an input set is presented, This
choice is made by appropriate settings of some
of the "Control Switches" shown in Figure 2.2.

(2) The network may be divided into sections for
increment action. Thus, incrementing proceeds
normally in a chosen section while the weights
on all other sections remain fixed. This option
is controlled by the choice of signals for. the
logic units "increment control" input.

In conjunction with item two, a. special source of increment control signals
is called the Bank Counter. It provides from one to four time periods for
dividing the network into as many as four separate increment sections'.

2.2 EXPERIMENTS

Two main types of multi-element learning experiments of interest
were conducted in a variety of configurations during the reporting period.
Both groups, each corresponding to a specific network structure and
learning rule, failed to yield satisfactory learning behavior. However,
they provided useful insight into the requirements for learning rules in
such networks,

The first group of experiments involved a simple cascade network
of the type illustrated in Figure 2.3. The element labelled Y was given
the usual error-correcting learning rule. The element, X, however, was
given the error correcting rule only when Y was not correct. Otherwise,
it was not changed, If Y ever becomes correct for all input configurations,
the network is stable. That is, if Y is correct, neither the weights into
X nor the weights into Y are allowed to change, If Y is correct over all
entries in the truth table, no further changes occur.

If Y is incorrect for any entry in the truth table, both X and
Y input weights are allowed to change. In all cases, Y was corrected
according to the desired output. Several versions of change rules for X
were tried. One was simply to let X be corrected according to the desired
output. Another was to let it be corrected according to the complement
of. its (X's) present output. Still another was to alternate corrections,
first letting only X inputs change, then Y inputs, then X inputs, etc,

This circuit arrangement and the above rules were tried on a
number of examples of four-input functions known to be realizable a) by a

-10-
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single threshold element (such as Y alone), or b) by two threshold

elements arranged as in Figure 2.4. The particular functions tried
were selected from the list of classes of four-input functions in the
Appendix. The first seven classes are realizable by single elements.
Of those requiring at least two elements, representatives from classes
8, 9 and 10 were selected. These may be regarded as the "easiest" two-
element classes to realize. in the sense that greater variety is possible
in the function realized by the first element in the cascade, while
still realizing the overall function.

As might be expected, the network converged to correct behavior
under condition (a). It is interesting to note that element X, as might
be expected, frequently took advantage of the limitations on its change
rule to realize a function which was only a poor approximation to the
desired. In many cases, in fact, it produced an ambiguous output (some-
times 1, sometimes 0) for some input configurations. These same input
configurations therefore represented the determining factor in the Y
element output, the X-to-Y input corresponding to a "don't care" con-
dition.

When tried under condition (b), however, the network consis-
tently failed to converge for even the simplest two-element functions.
This is rather surprising, since it can be shown that for the very simplest
two-element function (class #8), a random selection of weights on element
X yields approximately a 50-50 chance of picking a function which permitsY to realize the desired function.

The second group of experiments employed the structure of
Figure 2.4, in which element Y was preset to be a fixed (nonlearning)
2-out-of-3 majority function. Elements X were then treated in the same
manner as their counterparts in the first group of experiments. Again,
both (a) single element and (b) two-element functions were tried. In
case (a) the structure always converged. In case (b), only some represen-
tatives of the three simplest types of cascade functions would converge,
and then only with great apparent difficulty. The difficulty was indicated
by the long time required for convergence (several seconds), and by the
ease with which the function could be "unlearned" due to the presence of
minor noise signals. Even after a function is learned and the network
behaves correctly for some period of time, a change in signal level can
create a mistake. If this occurs, the system is automatically incremented,
thus disturbing an obviously delicate set of weight values. A long and
difficult repeat learning sequence then ensues.

This network behavior pointed'up the need for a mechanism in
the learning rule which would cause first-layer elements to diverge in

-12-
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terms of the functions they are realizing. The effect of both of the
above groups of experiments is clearly the opposite, since in all cases,
first-layer elements can only tend toward one another.'

-14-
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I• SECTION 3

SIMULATIONS OF LEARNING NETWORKS

The developments reported in this section depart in a number#1 of ways from accepted concepts in the field of learning machines. These
departures have been brought about by analyses of single threshold
element learning behavior, by experiments performed on the magnetic
integrator learning machine, by numerous hand simulations, and by results
from a computer simulation program for an IBM 7090 computer.

SBased upon these research efforts, a number of basic learning
network principles have been formulated. A.l indications point to the
fact that any learning network must conform in some manner to these
principles if the network is to fulfill the requirements placed upon it.
The remarkable successes of a variety of learning network simulations
which make use of these principles constitute powerful evidence of their
general validity, and warrant further investigation.

It should be noted that the principles described herein were
strongly influenced by the practical problem of avoiding overly compli-

j • cated rules for network weight changes. This has led to the important
concept of using the computational capacity inherent in a network (i.e.,
its ability to determine an output when given an input) for greatly
assisting in determining how its weight changes may best be made during
the learning process.

This section is organized as follows. Section 3.1 describes
B and defines the properties required of a learning network. Properties

of single learning elements are briefly discussed in 3.2, and some of the
early attempts and difficulties with multi-element networks are recounted
in 3.3. Section 3.4 presents general principles which have come. out of
these earlier attempts and which represent the most recent, advances.

II -15-
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Finally Sections 3,5 and 3.6 describe a computer simulation program
using these principles and the encouraging results obtained from it so
far.

3.1 PROPERTIES REQUIRED OF A LEARNING NETWORK

The term "learning network" is applied to a system possessing
the following general properties. First, there is some form of input
consisting of a number of variables, xV x 2,', x , each of which may
be a discrete valued or continuous valued numericai quantity. In the
extreme case they may be binary valued in which case the system can be
described as a logic system. Each combination of input variables is,
of course, regarded as different from another if any of its variables
differ from the corresponding variable of the other, Thus, for n binary
valued variables there are 2 n distinct combinations. The term "input"
will hereafter be understood to refer to a, combination of input variables.

Second, there is to be an output consisting of one or more
variables, yl, y2,..., y . Remarks made above for input variables apply
also to outputs, The ouputs are to be produced by the network in response
to given inputs according to some rule which is determined by the network
structure and its internal parameters. Much of the discussion below
deals with an output consisting of a single binary valued variable. This
is both because of the greatcr simplicity of such a network, and because
placing m such systems together with the same set of inputs could yield
the more general m variable output system.

Third, the network is to be capable of responding to a second
kind of input which can be called an error signal. This response is to
take the form of altering certain of its internal parameters in such way
that the rules determining output as a function of input are altered.
The change that is made to the parameters of the network must, of course,
be aimed at achieving the desired output. After being presented with
the various possible inputs and required error signals with a sufficient
number of repetitions, a successful network will have "learned" to respond
to, each input with the desired output.

Fourth and last, the system should be composed of a number of
elements of simple and more or less uniform properties. Each of these
elements should be able to accept a certain number of input variables and
to produce an output variable in accordance with some changeable internal
parameters in the element. They should be interconnected by allowing
the outputs of some to be used as the inputs of others (in addition to
the basic input variables. xl, x2 ,..., x )f the outputs of these in their

-16-
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I turn being inputs to still other elements, etc. Moreover, the specification
for this scheme of interconnection should be a relatively simple one. That
is, the network, though possibly containing a very large number of elements
and interconnections, ought to be relatively simple to characterize or
specify. This allows the design of such a network to be fairly uncompli-
cated, merely involving a large number of repetitions of a basic scheme.

3.2 SINGLE LINEAR THRESHOLD ELEMENTS

I The inspiration for the concept of a learning network owes much
to the known or postulated properties of the human central nervous system.
The latter constitutes the best example of such a network. The neuron
with its numerous inputs from other neurons or from sensory inputs, and
its single output constitutes a fine example of the postulated element.
At an early stage many workers in this field arrived at the concept of a
linear threshold element by abstracting certain logical properties of
neurons. Though it is in no sense a copy of a neuron, it has shown itself
to b& a good candidate for the postulated element of a learning network.

Let xi, x 2 x..., x be two-valued variables whose values we
assume for convenience are ýl and -1. Using these as inputs to a linear

* threshold element, it is to possess a set of coefficients or weights,.
c cl,..., cn and the means to form the linear combination, x = co +
C 1A-I+...+cn~. If s > 0 its output is to be y = +1, and otherwiseS~y n ni

There are a number of different schemes for altering the weight
values when it is desired that the output change. The one used here is

.1 •that, for inputs x., Xn ,x, if the output, y, is not equal to y*, the
desired output, then the weights should be changed according to the
equations,•C0 y*5, c = y*xb., i = 1, 2,..., n, where 6 is some positive

value. If on the other Cand y f y*, no change should be made.

It has been realized by several groups independently that such
an element taken by itself has many of the required properties for learning,
networks. It can be proven that if a logical function can be realized

U in a single such element with some set of weights, then the above weight
change procedure is guaranteed to make no more than some finite number
of errors before the function is learned completely. A proof of this
convergence is contained in the previous Annual Summary report prepared
under this contract, "A Magnetic Integrator for the Perceptron Program."Il An element of this type also exhibits a pronounced tendency to produce
like outputs for similar input combinations. Finally the sum, s, gives a

)J -17-
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rough measure of how large a change of weights need be to correct a given
output (a fact of great importance as will be explained later.)

However a single threshold element has a fatal shortcoming when
used as the entire learning device. It does not have sufficient flexi-
bility to assume by itself even a reasonable proportion of all possible
logical functions. For example, less than one in each trillion logical
(Boolean) functions of six inputs is one which can be obtained by some
set of weights in a linear threshold element.* This ratio gets worse as
the number of input variables increases. Moreover, on many of those
functions which are theoretically capable of being learned by a single
linear threshold, element, the number of repetitions of errors to be
expected in the learning process is absurdly large, For example, well
over half the linear threshold functions of six inputs can be expected
to produce of the order of 500 to 1,000 errors before the function can
be learned, despite the fact that only 64 input combinations are involved.
(In fact, most of these errors will involve only about a dozen of these
inputs, as a rule.) An upper bound on the number of corrections required
starting with zero weights for convergence of linear threshold elements
through six inputs is listed in Table II.

However, it can be easily demonstrated that any logical function
can be produced from a set of inputs if a sufficiently large network of
these linear threshold elements is used. Because of the promising properties
of such networks, nearly all work under this contract has'presupposed a
network of linear threshold elements, and has endeavored to find a -suitable
rule for making weight changes within the network. The next subsection
describes this endeavor.

3.3 EARLY INVESTIGATIONS OF WEIGHT CHANGE RULES

For any single linear threshold element, if it is known what
output is desired for it, there is no difficulty in so altering its weights
that the proper output is achieved. However, in a network with many such
elements, the error signal tells only that the output of the final element
is incorrect (in the one-output-variable type of network.) There is no
direct way of telling from this fact what the appropriate weight changes
are for each of the elements, because except for the final element it
isn't clear what their outputs ought to be,

**There are 15,028,134 funct}Zns of six inputs which can be generated by
such an element, against 2 altogether. Table'I is a list of'the
relative number of linear threshold functions for up to six' i*puts.

-18-
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STT ABLE I

RELATIVE NUMBER OF LINEAR THRESHOLD FUNCTIONS

Number of Linear
n Threshold Functions (NT) NT/ 2

1 4 1.0

2 14 .88

3 104 .41

4 1,882 .29 x 101

5 94,572 .22 x 10-

6 15,028,134 .31 x i0 1 2

U TABLE II

MAXIMUM NUMBER OF CORRECTIONS FOR CONVERGENCE

S i n Corrections

2 6

3 28

4 95

5 354

6 1421

II -19-
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Moreover, the rule of decision for each individual element as
to whether and in which direction its weights should change in case the
final element is in error should be a relatively simple one not involving
the action of other elements in the network except those which are its
inputs. This is necessary in keeping to the concept of simple network
elements. It would be absurd to construct elements with limited logical
capabilities but nevertheless requiring very complex decisions as to
weight changes.

A scheme which was tried early and which satisfies this sim-
plicity criterion is the following. If the final element is in error
for a given input, commence to gradually change the weights of each element
(including the final one) whose output is not equal to the desired output
for the final element in accordance- with the rule given in Section 3.2
for single elements, considering the desired output of the final element
as also that desired for the element being altered. Let this continue
until the final element gives the correct output. Note that some of the
elements whose weights are being changed may not have reversed their
outputs by the time this occurs if their sums, s, were originally large.
In any case when the final element is not in error all weight changes

stop. Under this rule, each element needs to possess only an indication

of the final output value desired, the fact that it is or isn't being
realized, the states of inputs into the element, and its own output. The
hope in this scheme was that by tendingto force the. outputs of the ele-
ments towards that desired by the final element whenever the latter is in
error, each element would assume some responsibility for a portion of the
truth table of the desired logical function.

However, this method was found to be a total failure in hand
simulations, failing even for some logical functions of only three input
variables. In experiments described in Section 2.2 on the magnetic
integrator machine on non linear threshold logical functions, the results
were apparently worse than if the weights had been altered in a completely
random way each time an error occurred! This perverse behavior was
apparently due to a pronounced tendency in this method for all elements
to act more or less alike rather than to diversify their action as was
hoped. The result was that such a network would learn linear threshold
functions excellently and very little else. The hopelessness of this
scheme was clearly demonstrated when by chance the desired function would
be nearly learned with only a single error in its truth table remaining.

Upon presentation of the input combination which would produce this error,
the usual result was that the weight changes made to correct it would

wreak great havoc to the remainder of the truth table, and one would be
as far away from a solution as ever.

-20-
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'nIn an attempt to remedy this latter difficulty several varia-
tions of the scheme were attempted. One was to follow the above method
except that no change was to occur for an element whose sum exceeded a
certain bound. This was an attempt to restrict weight changes to a
smaller number of elements and in particular to those requiring only small
weight changes to reverse their outputs. This attempt also failed. Ifthe bound was made high the network behaved as before. If the bound was

low many errors occurred which went uncorrected by virtue of the fact
that all sums in these cases were in excess of the bound.

S~Another idea was to proceed as in the first method except that
in case of error a single element would be selected at random for weight

change: from among those whose output disagreed with the desired final
•II output, rather than changing all such elements. Hand simulations showed

that this method too, was far from being successful. However, it is
significant that a great improvement did occur with this method. Forii example, when only a few errors remained for a function there was a much
smaller chance of the above-mentioned return to chaos upon occurrence of
these errors. It was the discovery of this improvement which was in-
strumental in leading to one of the principles t o be described later.I Aside from the fact of not being successful, this method also suffers
from the requirement for a random action, something which can prove diffi-

cult to mechanize in the proper way.

Another attempt was made which abandoned the notion that each
element should tend toward the desired final output in case of error.U |Instead, whenever an error occurred an element was selected at random
to have its weights changed so as to reverse its output. This would
continue until the final element reversed its output, either because it

IJ was eventually so selected for weight change or because its inputs had
I. changed suitably. Again hand simulations showed that this method was not

satisfactory.

All of these methods had one common failing. Far too many weight
changes occurred which, instead of'helping to correct the final element's
output, actually worked against it. The situation was analogous in a way
to a servomechanism whose error feedback does not indicate the direction
of the error, but only its presence. This viewpoint of these failures led
to another of the principles to be expounded in the next section.

3.4 PRINCIPLES OF WEIGHT CHANGE
Out of the failures described in Section 3.3 have come weight

change rules which show in computer simulations every indication of leading
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to a solution to the problem for a one-output learning network. Section
3.6 gives the results of these computer simulations.

As discussed previously, the methods which were tried earlier
suffered in that it was not known whether a given change of output for
an element in the network would help, hinder, or do nothing at all for
the final element. This is because the effect of an element on the
final element depends on a chain or possibly many chains of weights
encountered as one traces the interconnections from the given element
leading to the final element. That is, if element 1 is an input to
element 2 with weight c12, 2 an input to 3 with weight cJ3, etc., and
finally n-l an input to n with weight c n 1 , then the stgn of the
product c 12c23 j;' c .n gives the sense o E•e effect of a change in
element 1 on element l (assuming this is the only such chain from 1 to
n. )

If these interconnecting weights (weights on the output of
one element used as input to another) are allowed to assume either sign
as was previously assumed, it would clearly be impractical for an
impending weight change in an element to depend on the signs of a chain,
or worse many chains of such interconnecting weights. To do so would
be to assume the existence of a network of interconnections among the.
elements for the purpose of deciding on weight changes far more compli-
cated-than the network of Input-output interconnections.

There appear to be just two ways out of this difficulty. One
is to put a restriction as to sign on all interconnecting weights, and
the other is to discover the effect on the final element by some process
which experimentally alters the output of the given element. The latter
possibility will be discussed later, but for now the former restriction
is adopted. It is assumed that a one-variable-output network will admit
only of positive interconnecting weights, though weights on the basic
inputs, x1,. .,x may be of either sign. Such a restriction makes sense
out of the previous criterion that changes made to the outputs of elements
were to be in the direction of that output currently desired by the final
element. Such a change in an element would always tend to change the
final element in the proper direction.

It should be noted that this restriction to positive inter-
connecting weights is not a serious limitation on the logical capabilities
of a network. In fact, if a certain logical function can be achieved in
a given network which allows interconnecting weights of either sign, then
the same function can be obtained in another network with only positive
interconnecting weights and, at the very worst, twice the number of elements.
This is done in the worst case by generating for each element of the
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original network, it and its complement in the new network. Wherever a
negative weight occurred on this element as an input to another, the

if complement can be used with positive weight instead. (It is assumed in
this reasoning that there are no "loops" in the network, such as for
example, the output of an element being its own input.)

5 A second difficulty with previous methods involved the fact
that correcting the output for a given input resulted in too many weight
changes throughout the network, This results in undoing previously
learned outputs to an excessive degree, What is desired is some form
of weight change which will correct the present output and yet tend to
make the least possible change on outputs for other inputs.

It will be noted that the last two methods outlined in Section
3.3 achieved a very rough way of minimizing the weight changes by changing
only one element at a time, that one being selected at random, and this
process continuing until the final output becomes altered. Even with
the above change of allowing only positive interconnecting weights
random selections of this kind have continued to produce unsatisfactory
though still further improved results. This is apparently due to the
fact that in the random selection no account is taken of the magnitude
of the sum occurring in the element to be changed. Consequently elements

i requiring a very large weight change can as well be selected as those
requiring a small change. Yet the required weight change tends to be a

r good indicator of the amount of ensuing change in logical behavior of
the element and therefore of the logical properties of the network,

Hence the second principle of weight change rule to be adopted
in this section calls for the selection of elements whose sums are closei to zero over those with large sums and the minimum number of these neces-
sary to achieve a correction on the final output. Presumably in a large
network the total number of elements thus affected would be only a small

[I fraction of those present. In other words even in the presence of errors
a change of weight ought to be a relatively rare event for any particular
element.*

Two ways of proceeding to this goal will be described here.
The first is as follows. In case of error in the final element, among
all elements whose output is not equal to that desired for the final

element, choose that one whose sum is closest to zero for weight change.

* One is tempted to speculate here that neurophysiologists have not beenU able to detect long-lasting kinds of changes in the logical action of
neurons in nervous tissue simply because of the possible scarcity of
such changes compared to the number of neurons present.
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Change this element's weights as described in Section 3.2 by a magnitude
sufficient to 'reverse its output. If there is still an error proceed
again in the same way to choose the next such element whose sum is closest
to zero for change. Finally, when enough elements have been changed the
final element will have been corrected. It itself may or may not have
had a weight change, depending on the size of its sum. Notice that when
the output of an element is altered this may change other sums or even
other outputs, and therefore this process is not necessarily equivalent
to choosing in one step the k least sums where k is the minimum number
necessary for correction of the final output.

It will be observed that the criterion described here would
appear to violate the rule of simplicity described in the second para-
graph of Section 3.3 which requires that the weight change decision for
each element should be a relatively simple one not depending explicitly
on the state, and in particular on the sums, of other elements save
possibly those which are its inputs.. Yet if the decision is to change
that element whose sum is closest to zero, the decision for any particularelement would necessarily depend on the sums of other elements.

However, if a sequential type operation is allowed (and it
already is since the elements are being changed one at a time, sequentially),
this difficulty can be avoided. In addition to the usual threshold constant,
c let each element have a variable input called the bias, b, which how-
ever at any instant is the same for all elements. Thus the output of an
element would be y = sign (c0 + c1x1 +.+ C x n+ b) At the initial
presentation of an input the bias commences at zero. But in case of

error the bias begins to change in the direction which will tend to
produce the correct answer (i.e., plus if +1 is desired, and minus if
-1 is desired). The first element whose output reverses is automatically
that element with wrong output whose sum is closest to zero, If each
element has the property that its weights are charged only when an error
signal is given and when its sum is in the immediate neighborhood of zero,
the element just described will commence to undergo weight change. If
the bias b is then gradually returned to zero it will keep this weight
change proceeding until the element's output remains reversed even with
zero bias. This accomplishes precisely the first of the steps described
above and yet no element requires a direct knowledge of other sums for
its weight change rule. The decision depends on other sums only indirectly
through the actions of-the shifting bias level.

A schematic showing the first step in the above process is
presented in Figure 3.1. In (a), elements are shown in their original states,
being 1 for positive input sums (0) and -1 for negative (0). As the bias
is raised, the effect is to lower the sum level at which the -1 to +1
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discrimination is made. When the bias crosses element #5, Figure 3.1(b),
it becomes a +1. If it is directly or indirectly connected to the output
or to other elements, it can only have the effect of driving their sums
positively, as indicated. Following the return of the bias to zero,
element #5 is permanently (for this input configuration) returned to +1.
In particular the absolute value of the output element's sum is guaranteed
to be no farther from zero than it was previously. That is, s < s
Clearly, the next element to be changed in this process would ge #9, and
so on.

The method just described assumes the presence of an agency or
unit which generates a common bias level for all elements and which
fluctuates it in accordance with the above description. This method has
the disadvantage that once an element has reversed, the bias must commence
back toward zero. This presupposes that the bias-producing unit has inputs
from each of the network's elements if it is to successfully make such a
reversal. This again adds an undesirable element of complexity to the
network. In order to obviate it a second method is given which produces
a similar result without this trouble.

Let the same common bias be provided. Assume that the bias
commences with a sufficiently large value of the proper sense so that the
final output is initially correct. Then allow this bias to move toward
zero. When and if the final output reverses let the error signal then
be immediately turned on, Among the elements there must at that time be
at least one whose sum lies close to zero and whose consequent reversal
caused the reversal of the final output (it could be the final element
itself.) If each element has the property that it increments its weights
in the presence of an error signal and a sum near zero, the element in
question will then undergo weight change. If it is assumed that this
increment is a fairly large one rather than the continuous sort envisioned
in the previous method, this element's sum will be displaced a considerable
distance from zero and its output changed back again. (It is possible
that this element will eventually undergo further increments as the bias
moves toward zero.) Whenever such an element has been incremented this
should immediately correct the final output and thereby turn off the
error signal.

As the bias proceeds toward zero many elements may have their
sums pass through zero, reversing their and other outputs. As long as
this doesn't reverse the final output these elements will avoid being
incremented. However, when the final output again reverses the process
repeats itself with the output being immediately corrected as some element
is incremented. When the bias reaches zero a correct final output will
have been obtained.
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IiA schematic outline of one step in this process is presented
in Figure 3.2. Initial states are as in Figure 3.2(a). Consider the bias

Sraised to a high value, and now coming slowly down, as in Figure 3.2(b).
The output may now be correct, as shown, either due to the bias itself
or to the effects of other elements. In the case illustrated, elements
2, 7 and 8 must have caused the indicated shift in the output element's

U sum. When the bias crosses element #8, Figure 3.2(c), another shift may
occur. If insufficient to change the output, however, no incrementing
occurs. When the bias crosses element #2, Figure 3.2(d), another shift may

Iioccur. In this case the output changes state, and #2 is given an incre-
ment. The state of the network immediately after the increment is illus-
trated in Figure 3.2(e), with the output again correct (temporarily). As

(1the bias falls further, either element #7 or the output itself or both
may receive increments to cause the output to remain in the proper state
when the bias finally reaches zero.

E This then outlines a second method of obtaining a kind of
minimal network change to correct an erroneous output. The bias producing
agency need not depend on anything other than the desired final output.
The error signal depends only on the actual and the desired final outputs.
The decision to change weights for each element depends only on the error
signal, the bias, and the element's own sum value. This presumably satis-

p fies the criterion stated above for the simplicity of each element's
decision rule, Moreover it corrects the output with a single sweep of
the bias value whereas the first method requires a sweep for each
incremented element.

It should be noted that this second method may have the very
important advantage over the first that it selects only those elements
to be incremented which have a demonstrable effect on the output. The

SU use of only positive weights prevents element changes which tend to
harm the output, but the first method of bias change may cause elements
to be incremented which will not help correct the final output at all.
In fact, preliminary results from the computer simulations indicate that
this is precisely what does occur with this first method.

In this way it is possible to hypothesize an incrementing
procedure which does not make impossible demands on the complexity of
individual elements and yet which can accomplish a rather sophisticated
weight change.* It is a process that requires the rather large data

* It is of course unknown whether any analogous procedure occurs in
biological neurons since even weight changes do not have any observedp analog there. But the hypothesized fluctuating bias level suggests
the somewhat uniform and periodic fluctuations observed in electrical
potentials in a brain as given by an encephalograph.
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processing capability of the network as it reverses various elements'
outputs to see if they affect the final output value. But since this
capacity is already required, little has been added to the network
beyond the sum-dependence feature of each element's decision process.

A third principle which appears important here is that if a
network is to be capable of learning a given logical function it should
possess a sufficient complexity in terms of the total number of elements
and of weights that this function can be realized by the network in a
great multiplicity of ways. If one uses a network which is minimal in
terms of numbers of elements and weights for the particular function, it
is likely that there are relatively few essentially different combina-
tions of weight values which will work. Consequently any learning
process of the kind postulated is rather unlikely to stumble across one
of these rare combinations.

To put this concept in other words conceive of each possible
set of weight values throughout a given network as a point in a p-
dimensional Euclidean space, p being the total number of weights in
the network. Each different function which the network can realize can
be associated with a certain p-dimensional volume in this space, namely
the set of all points whose coordinate values (i.e., weight values) in
the network cause this function to be generated. A function will tend
to be easy, hard, or impossible to learn by the network in accordance
With nLe relative size of volume it occupies in this space. But if the
network has no redundancy with respect to a given function as regards
the numbers of weights and elements, that function is likely to occupy
a disproportionately small volume of the weight space, and hence be
difficult or impossible to learn.

This situation is analogous to the case of the number of
discrete levels of weight values necessary in a single linear threshold
element. It can be shown that if each of the seven weights in a six-
input threshold element can assume any of the 19 values, -9 -8,...,0,1,
... ,9, then this element is capable of generating all possible six-input
linear threshold functions.* But no known learning process will work for
all such functions with weights so tightly restricted. Instead there
is a great tendency for the element to generate only simple functions
requiring low weights. In other words, in this case certain of the
functions would occupy a disproportionately large share of all the 197
points in the weight space for the element.

* Appendix B, "A Magnetic Integrator for the Perceptron Program", Annual
Sumnary Report, Aug. 1961, ASTIA #AD 264227.
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IhThere have been described in this section three important
principles regarding the design of learning networks of linear threshold
,elements: 1) that it is essential to know in some way of the effect on
the final output of an alteration on a given element in making the
decision as to whether or not to make that alteration; 2) that changes
made to weights must be made in such a way as to minimize the effect on
the output values for other possible inputs which may previously have
been learned; and 3) that a network should contain an excess of weights
and elements over the minimum required to generate those functions which

* it is to be capable of learning. It was shown in the case of a single
variable output how 1) could be implemented by restricting all inter-
connections to be positive and 2) by the use of a changing bias level
furnished in common to all elements. In particular it was shown that
although the decision-making involved in 2) required a considerable
amount of data processing, practically all of this could be accomplished
by using the already existing capacity of the network to generate outputs
from inputs.

Computer simulations have brought to light a possible fourth
principle which may be needed to avoid difficulties which have occurred.
It has been observed that occasionally an initial set of weights would be
selected for use with a logical function and network which would cause a
small number of the network's elements to receive nearly all the weight

• increments, thereby greatly increasing the number of errors made during
learning. Presumably there was in effect a much smaller network available
for learning or weight change. This unfortunate circumstance arises when-

~ ever the small set of elements in question happens to always have small
magnitude sums in comparison to that of other elements at the same time
the output is in error, and when the logical complexity of the output in
these erroneous cases exceeds the capabilities of this small number of
elements.

A direct approach to this problem can assume that each element
accumulates in some manner a "fatigue" factor which is a measure of the
relative frequency with which an element has received weight increments.
The greater is this factor the less susceptible is the element to incre-
menting. It might take the form of a variable weighting factor, f, on
the sliding bias term, b, previously mentioned, thereby treating b very
much like another input, though not a binary one. In any case, the needB for this provision is still speculative pending further simulation results.

3.5 COMPUTER SIMULATION PROGRAM

Although a considerable amount of analysis is possible fox' the
action of adaptable single linear threshold elements, no analysis is known
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for the learning process of a network of them. It is our opinion that
the best that can be hoped for in the future in the way of analysis of
large networks is a statistical theory analogous, say, to the statistical
mechanics theory in physics. Though efforts have been and will be made
in this direction, for the present all learning theories will have to be
evaluated by empirical means.

Until recent months simulations by hand or on the magnetic
integrator learning machine were adequate for this purpose for the
simple reason that each of the earlier postulated network models was
shown to fail even for some very simple functions. However, hand
simulations carried out more recently with the properties given in the
last section had very good success, and for this reason a program was
devised to more thoroughly test these models on an IBM 7090 general
purpose computer. Some very good results have already been obtained
and will be described in Section 3.6. This section briefly outlines
the features of the program as it is now and with revisions which are
now being planned.

The present program allows for the simulation of any network
of up to 36 linear threshold elements and 35 binary input variables, the
interconnections being specified by an interconnection matrix. The
program is provided with a compiling routine which constructs a "straight
line" program for computing sums and outputs from inputs which corresponds
to whatever interconnection matrix may be assigned. This greatly in-

creases the efficiency of the computation.

Provision is made for three types of incrementing rules. Mode
1 type of incrementing corresponds directly to a method described in
Section 3.4. Whenever the network routine receives an input and then
produces the wrong output, all sum values are scanned in elements whose
output doesn't agree with that desired for the final element. The element
whose sum is closest to zero is chosen to have its weights incremented.
Increments of a fixed magnitude are applied to its weights in accordance
with the rules laid down in Section 3.2 with the exception that no inter-
connecting weight (i.e., a weight applied to the output of an element
when it serves as an input to another) is allowed to drop below some
previously specified positive lower bound. The network is then re-
evaluated using the new weights, and if the final output is correct, the
next input combination is brought in. If it is still not correct this
process is repeated with the same input combination until a correct
answer is obtained.

A second mode of incrementing is provided which performs the
mode 1 operation together with applying a smaller size increment to another
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randomly selected element whose output doesn't agree with the desired
final output. That is, mode 2 is similar to mode 1 except that two elements

amI• are incremented, one chosen as in mode 1, and the second chosen according
to the sign of its sum but otherwise randomly. The purpose of this type
was to break up what might otherwise be endlessly repeating cycles which
could occur in mode 1. In simulation runs so far this mode has demonstrated
its ability to do just that. However, care must apparently be used in
choosing the size of the smaller increment lest it also break up the main

learning process in what would otherwise be successful runs.

IIA third mode is provided which is similar to mode 2 except that
every element whose output is in disagreement with the desired final output
is to receive the smaller increment. The element to receive the large
increment is selected as in mode 1. In particular if the large increment
is set to zero, one obtains in mode 3 one of the previous methods of
incrementing which was unsuccessful. Hence as may be expected, the small
increment in mode 3 must be considerably smaller than the larger increment
to avoid a slow learning rate.

nd rd
The 2 and 3 modes were developed before the concepts of a

sliding bias and a fatigue factor were formulated. It is expected that
the latter will make the use of these modes unnecessary when the program
is revised.

In these methods of incrementing the program allows for Lhe use
of different sized increments for interconnecting weights than for weights
on the original inputs if desired.

Any desired logical function may be specified to be learned, and
any set of initial weight values can be used with the network. The program

Sthen proceeds to run through the logical function, one input combination
at a time. Whenever an error occurs, the weights are altered as mentioned
above until the proper output occurs. When all input combinations have
been presented if any errors have occurred, this process is repeated
starting again with the first input. When all inputs can be consecutively
presented with errors, the function is then learned and the program is
caused to print out appropriate data such as the total number of errors
made during learning, the total number of passes through the function the
final set of weights, the number of increments received by each element,
etc. A maximum is set on the number of passes through all input combinations
which, if reached, causes the program to cease the learning process and
print the above data together with an indication that the network failedu to learn the function in this case,
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It is possible to specify that some selected portion of the
network's element will not be subjected to weight change so that these
portions of the network remain fixed during the learning process. The
program also provides for switching to different types of incrementing
during a learning process after a specified number of passes through the
input combinations.

It is possible to put in a fixed bias term in the formation of
sums for the elements which always works against the element's output
agreeing with the final desired output. This results in forcing the
weights to be so incremented that after the learning process is over and
the desired function is learned, if this bias is now removed, then for
each learned input-output case the elements whose outputs are essential
to the correct final output have sum values different from zero by at
least the value of the bias term. This simulates a process that undoubtedly
would be required in any actual learning network to gvoid having the
learning process stop while some essential sum values were still marginal.

It has become increasingly clear as results of simulations have
begun to accumulate that the efficiency of the learning process is criti-
cally dependent on the care with which the elements are selected for
incrementing. When they are selected at random without regard to the
size of the sum value (mode 2 without a large increment), or all of the
proper sign are incremented equally (mode 3 without a large increment),
then the learning process becomes chaotic and unlikely Lu suceeed at all.
When the element is chosen with regard to its sum value as in mode 1, a
much more efficient process occurs. Nevertheless it is now apparent from
the results obtained that even mode 1 is suffering from the disadvantage
pointed out in Section 3.4, namely that often elements are incremented
even though changing their output happens at the time to contribute little
to the correctness of the final output. It is apparent that the "sliding
bias" method outlined in that section deserves a chance to correct this
deficiency. Hence a mode 4 type of incrementing is planned for the program
revision now taking place which uses this sliding bias technique for
selecting elements to be incremented.

It is also planned to allow for the computation of the "fatigue"factor mentioned earlier so that increments will be more evenly distributed
throughout the elements than has occurred in several of the simulations.

The revised program will also provide for more than 36 elements
and 35 input variables. This will allow the program to be used in the
future for some moderately complicated tasks on, say, learning certain
pattern recognition tasks. One can go in this direction only so far,
however, before the cost of simulating a large learning network on a aerial
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S kcomputer becomes excessive. It requires about 7 microseconds on the
IBM 7090 to add in each term (a weight times its binary input) in
accumulating the sum value for an element. So if the network has a
total of p weights, if the function to be learned has q input combinations,
and if n repeats through all the input combinations are required for
learning, then a total of about l0pqn to 20pqn microseconds are required
for each learning experiment (allowing for repeated use of the network when
there are errors.) It would not be difficult for this figure to become
excessive for complicated networks and functions.

3.6 SIMULATION RESULTS

Since the program described in Section 3.5 has been in use for
only a short time, the results are fragmentary. Yet they already demon-
strate that substantial progress has been made toward designing successful
learning networks, and that the principles discussed in 3.4 are essential
to this design. Sections 3.6.a and 3.6.b give a brief description of
these results.

j a. Four-Input Functions

A total of 516 learning experiments were run on various four-
input Boolean functions. As is shown in the appendix these four-input
functious way be grouped into 83 symmetry types as far as their generation
by linear threshold elements is concerned, and a representative from eachi
of these 83 types was used in these trials. A variety of incrementing
methods, three different sets of initial weight values, and two kinds of
networks were used. Of the 516 trials, 4 of them had not been learned
after 100 runs and were stopped at that time. The remaining 512 were
learned with averages of 7 runs and 30 errors (a run being one pass through
all sixteen input combinations, and an error being each occurrence of an
improper output for a given input). These trials will be briefly des-
cribed.

One experiment made a comparison of the effect of different
numbers of elements in a network. The two networks had 6 and 8 elements,
with the last element in each being permanently set at a majority function
of the remaining 5 or 7, respectively. The other elements received only
x-inputs, no interconnecting weights being used in this case. Two sets
of 27 trials each were run which were identical in every way except for
the size of the network used, and the fact that extra random initial weights
had to be provided for the extra two elements in the 8-element network.
A representative from each of 27 of'the above 83 types was used including
many from the difficult end of the list (e.g., the parity function). Three
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different randomly chosen sets of initial weights were used. The incre-
menting method used mode 1 only (i.e., only one element incremented at
a time and chosen according to its sum value). Letting raver be the

-average number of runs, r the maximum number of runs, e the average
number of errors, and e mahe maximum number of errors, te results ofY max
the two series may be sumiarized as follows:

r r. e e
aver max aver max

8-element network 3.2 4 11.7 20

6-element network 4.3 12 15.6 51

The larger network clearly has the advantage, particularly-for the worst
cases.

Next, a series of 249 trials was made, 3 for each of the 83 types,
using the above three sets of random weights and the above 6-element net-
work. The method of incrementing was: 9 runs on mode 1 followed on each
tenth run by mode 2, with the small increment being one-fifth the size of
the larger. The reason for this method of incrementing was to avoid
endlessly repeating cycles by introducing an occasional random choice in
the weight change process. Events proved that this was Justifiable, and
that in fact the random aspect was far too weak. The. results were as
follows:

raver rmax eaver, e max

235 cases with r < 20 4.1 15 15.6 59
11 cases with 100 r > 20 44.6 84 182.6 341

3 cases with r > 100 100. 100 467 515

The last 3 cases listed were stopped at r = 100 and thus represent 3 of the
4 failures-to-learn mentioned before. As these data indicate there was a
peculiar distribution of values for r and e. Actually only 17 cases
altogether went beyond r = 7, which is encouragingly low. But of those
that did, every case was apparently suffering from a repetitious cycle of
incrementing which led in most of these cases to very high values for
r and e, and was accompanied by exceedingly uneven distribution of incre-
ments made on the five elements with adjustable'weights. For example,
one case which reached r - 100 had made 4. 1i, 7, 6, and 400 large size
increments on the respective five elements* Obviously element number 5
was overworked.
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In a third experiment the 14 difficult cases of the previous
paragraph were each rerun three times, everything being left unchanged

save for the use of three different methods of incrementing. The firstI method changed only the size of the small increment used by mode 2 during
each tenth run. It was made equal in magnitude to the large increment,

* rather than one-fifth size. The second method used the mode 2 every time
rather than every tenth time, the small increment being a fifth of the
large one as before. The third method introduced still more drastic

- variation by using mode 1 as before for the first 10 runs, and then for
the next 10 runs using mode 2 with no large increment, only a small one
equal to the increment used in the first 10 runs. In other words, for
10 runs the choice of element to increment was based upon sum value, but

-• for the next 10 runs it was by random choice. The third 10 runs reverted
* again to mode 1. Of course, in the first and third methods all runs

exceeded 9 since there was no change over the previous trials for that3 period. The results were as follows:

r r e e
aver max aver max

1 st method 20.0 34 90.1 156

2 nd method 8.6 15 38.9 76

3 rd method 22.4 30 127.1 220

There is a clear improvement over the previous runs for the first and
third methods since none of the 232 runs for which r < 9 could be ad-

I versely affected. (Conceivably the three cases with r in the teens might
be adversely affected but this is unlikely.) In other words, what was
lacking previously was a method of jolting a network out of a repeating
cycle. Method 3 appears to have gone too far in that direction by compari-
son to method 1. (However, remarkably enough, 4 of the 14 cases in method,
3 were terminated when no elements were being chosen for incrementing
according to their sum value, only randomly.) Method 2, which appears
much better than the others, would require further testing to justify
that conclusion. Since it changes the incrementing method from the very
beginning it would have to be tested for all the other 235 cases to makeI an exact comparison. The next experiment indicates that in fact this
second method is a good one.

j The fourth experiment used seven different methods of incre-
menting. For each method, the last 11 functions of the. listed 83 were
each used 3 times starting with the previous 3 sets of initial weights.
This made a total of 231 trials. The 6-element network was again used.
The first three methods of incrementing used mode 2 exclusively with the
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small increment being 1/10, 1/5 and 1/2 of the size of the large incre-
ment for the first, second, and third series) respectively. Mode 3 was
used for the next three (i.e., all elements with a wrong output receive
a small increment whenever the final element is in error) with the ratios
of small to large increment being 1/50, 1/20, 1/10 for the fourth, fifth,
and sixth series, respectively. The seventh series (which is actually a
part of the group of 249 trials and is listed here for comparison) used
mode 1 except that every tenth run mode !2 'occurred as before. The results
were:

r r • ee
aver max aver max

1st series, mode 2) S/L = 1/10 .7.3 59 31.5 285

2nd series, mode 2ý S/L = 1/5 5.4 17 23.6 88
3rd series, mode 2, S/L = 1/2 5.8 12 25.5 43

4th series, mode 3, S/L = 1/50 12.9 100 55.7 443

th
5t series, mode 3, S/L = 1/20 6.1 33 28.9 136

6th series, mode 3, S/L = 1/10 6.0 20 26.2 81
ith

i 7 series, mode 1 12.1 100 52.9 515

Note that two failures to learn occurred here, one in the Last series,
which was one of the previous three mentioned, and a second in the fourth
series with S/L = 1/50. These results again show a clear trend for im-
provement on the mode I method by the addition of other increments as in
modes 2 and 3. A comparison of the second and third series indicates that
by making the small increment sufficiently large, the average learning
time begins to get larger even though the worst cases are better.

b. Six-Input Functions

A second group of 180 learning experiments was made on four
different six-input Boolean functions. These functions will be denoted
by A, B, C, and D. Function A could actually be obtained from a single
element using the weights 8, 7) 6, 5, 4ý 3, 2 but it can be shown that
this would require something of the order of 1000 errors before being
learned. Functions B and C were randomly selected, while D was the six-
input parity function (i.e., its output is 1 when an odd number of its
inputs are). A complete set of 64 input combinations was used for each.

In each of the series of experiments to be described there was
provided only one set of initial weights, which was used only by function
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A on its first trial. Thereafter the four functions appeared in sequence:
Aý B, C, Dp Ap B, etc. with each function using as its initial weight

3 values the final set of weights of its prede.cessor. Since a set of weights
appropriate to one of these functions would give wrong answers for the
succeeding function, this procedure approximated the use of random initial

0weights for each trial.

In the first series of 56 trials a 22-element network was used
with the final element a fixyI majority function of the other 21. There
were no other interconnecting weights so that learning occurred only on
one layer as in the case of the networks used for the four-input functions.
Each of the 21 elements received each of the six input variables and had
a variable threshold weight, making.a total of 147 variable weights. The

U incrementing method was to use mode 1 for 9 runs followed each tenth run
by mode 2 with S/L = 1. The initial weights were all zeros, except for the
fixed weights in the final element. The values of r, the total number of
runs, and e, the total number of errors, are given in the following table
for each trial.

A B C D
r e r e r e r e

1 10 55 15 302 16 208 5 75
2 5 52 18 215 9 97 4 51

3 7 47 18 192 8 110 4 48

4 3 40 7 69 10 98 6 68

5 .4 43 7 82 4 47 6 46

6 5 46 5 70 7 84 5 54

7 4 45 4 44 7 78 i 7 64

8 3 32 4 53 7 74 3 40

9 4 42 6 51 4 60 4 46

10 5 35 5 54 9 67 4 39

o 11 4 44 6 53 6 70 5 53

12 4 40 5 54 7 68 4 36

S13 4 37 4 48 6 46 3 35

14 4 36 5 52 7 67 10 73
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The second series of 24 trials was just like that of the pre-
ceding series except that the initial weights were randomly selected for
use in the first trial by function A. As before each succeeding trial
used its predecessor's weight values. The results were as follows:

A B C D
r e r e r e r e

1 3 29 7 76 5 78 6 70

2 4 37 5 70 7 71 7 81
3 ,4 44 5 49 5 57 5 37

4 3 39 5 59 6 64 4 42

5 5 36 5 60 5 65 5 51

6 5 44 6 71 3 43 4 37

The results of these two series strongly indicate that to give
a large network such as this one all zero weights initially is to severely
handicap it. It apparently required about 10 or 15 successive trials in
the first series to sufficiently "spread out" the activities of the 21
first layer elements to overcome this initial disadvantage. The second
series with random initial weights showed no such difficulty. If the
first 16 trials of the first series are ignored, the averages for r and
e for the remainder of the two series are:

A B C D
r e r e r e r eaver aver aver aver aver aver aver aver

F4.1 39 5.3 59 6.0 65 5.1 50

In the third and fourth series, variable interconnecting weights
were used for the first time. The network consisted of 22 elements arranged
in three layers, 10 elements in the first layer, 11 in the second, and the
final element in the third. The final element was a fixed majority function
of the 11 in the second layer. Each element in the second layer received
the outputr of each of the 10 elements of the first layer with weights which
were variable. As before each of the 21 first and second layer elements
received all six input variables. Thus there was a total of 257 variable
weights. The third series of 20 trials used only mode 1 with x-weight and
y-weight increments being equal. The y-weights were not allowed to go

* below the magnitude of one such increment, The fourth series of 20 trials
differed from the third only in that 3 runs of incrementing only on the
first layer alternated with 3 runs of incrementing only on the second
layer, rather than incremepting being permitted on both layers at
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the same time as in the third series. Both series were started at zero
initial weights for the x-weights and at the lowest allowed values for
the y-weights. The results were as follows:

Third Series:

A B C D
r e r e r e r e

20 126 25 348 10 151 j 6  95

6 47 11 165 6 70 5 53
r5 54 8 100 11 10:1 4 52

14 37 9 85 4 60 5 62

4 44 6 72 9 85 6 56

El Fourth Series:

A B C D
r e r e r e r e10 61 22 382 16 297 14 160

5 42 13 128 11 132 9 104'
iU6 49 1i 144 9 140 8 92'

i 6  55 12 189 8 95 10 119

S5 46 11 125 10 115 14 202

SThe following gives the averages of the first 20 trials of the first series,
of the third series, and of the fourth, for purposes of comparison since
each was started with zero initial weights:

A B C D
r e r e r e r eaver aver aver aver aver aver aver aver

I series i 5.8 47 13.0 152 9.4 92 5.0 58U rd
3 series 7.8 62 11.8 154 8.0 93 5.2 64

4 series 6.4 51 13.8 194 10.8 156 11.0 135

These results indicate that incrementing on one layer at a time
in the fourth series gave a somewhat poorer performance than incrementing
with both layers at the same time. It is surprising--to note that the
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addition of 110 y-weights in the third and fourth series produced little,
if any, improvement over the first 20 trials of the first series. This
matter receives further attention in the next three series.

The final three series of trials was designed to further test
the performance of networks with variable y-weights. Each used mode 1
for 9 runs followed on each tenth run by mode 2, and each used a network
of 12 elements with the final element being a fixed majority function of
the other 11. Each of the 11 received all x-inputs. The series differed
in that the fifth had no y-weights, the sixth had 55 y-weights (all that
could be added), but these were fixed, and the seventh had the same net-
work as the sixth but with variable y-weights (except those of the final
element). Thus the seventh series was an example of learning on 11 layers
simultaneously. The reduction to 12 elements was intended to compare
further the effect on learning rates of varying the size of a network.
That there was such an effect is clear from the fact that of the 60 trials,
15 bad failed to succeed in learning the required function after r = 25
(at which time the program stopped them). The failures are indicated by
asterisks in the tables below. Each series was initiated by the same set
of randomly selected x-weights. The sixth series had a y-weight fixed at
five times the size of a mode 1 weight increment. The seventh started
initially with these same y-values. The results were as follows:

Fifth Series:

A B C D
r e r e r e r e

1 4 39 25* 405* 25* 393* 5 62

2 6 50 25 240 17 194 6 72

3 5 43 10 114 14 153 7 78

4 6 57 25 274 16 192 6 70

5 4 35 24 333 10 146 15 129

averages 5.0 45 21.8 273 1 16.4 216 7.8 82
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Sixth Series:

I A B'C

r r e r .e r e, r e

1 6 56 25* 366* 24 250 23 153

2 6 48 6 114 25* 377* 15 1411

3 4 .37 14 221 25* 503*; 25* 243*1

4 .4 50 , 25* 549* 20 283 17 217

5 6 53 25* 369* ' 25 372 25* 452*JI __ _ _ _ _ __ _ _ _ _ __ _ _ _ _ __ _ _ _ _ _
averages 5.2 49 19.0 324 .23.8 357 '21.0 241.

Seventh Series:"

A B C D
"r e r e r e r e

1 5 44 19 277 12 .177 7 7

2 7 56 25* 374* i 10 113 15 159
3 5 65" 25* 377: 25* 315* 25* 529*

S4 7 55 25* 346* 16 314 25* 345*

S5 5 37 18 215 19 234 5 52

averages .5.8 51 22.4 318 16.4 231 15.4 Z31

[ Again the networks with y-weights added failed to live up to
expectations, and in these trials actually acted as a handicap, particularly
in the sixth series when they were fixed. It was observed in both the
sixth and seventh series that the elements with the larger number of inputs
received much the smaller share of increments. This is due no doubt, to
the tendency for their sums to be larger, thereby making it difficult to
be chosen for incrementing under the rules of mode 1. It is felt, however,
that the:difficulty lies deeper than this in view of the results of the
fourth series where the second layer was given an equal opportunity to the
first for receiving increments,

At the present time the most likely explanation lies in the
previously mentioned deficiency in mode 1 type incrementing when applied'
to multi-layer networks -- namely, that it can select elements for incre-,

II

menting, which may not beimportant at the moment in helping to correct
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the final output. This cannot happen in the networks used which had no
y-weights and all elements led directly to the final element in a fixed

majority function. (It could, of course, if the final element had used
a different fixed function with unequal weights.) In any case the planned
future use of another mode of incrementing (as explained in previous
sections) which tests the effect of changing the output of an element
in a network before incrementing its weights, should settle this question.

Another interesting and encouraging observation that can be
made about the last three series' results is that while the performance
was considerably worse in the 12-element networks over the 22-element ones
for functions B, C, and D, this was not true for A. Function A, which
can be generated (with difficulty) by one element, was learned about
equally well by either network. This shows how a function which can be
generated by a small fixed network, is likely to require only a small
network to be learned with reasonably few repeated errors.

As is known, for n binary inputs there are 2 possible Boolean
functions of them, and a network which is sufficiently flexible to learn
any of them must perforce have a proportional flexibility in terms of the
number of its variable weights. Hence, for large values of n it is
clearly out of the question to envision networks large enough to realize
or learn all possible functions of the inputs. However, if it remains
true that the size of a network required to learn a function is roughly
proportional to the minimum size of fixed network required to generate
the function, this would still make it useful to deal with large numbers
of inputs in learning networks. The functions one is likely to want to
have learned will presimably also be likely to be capable of generation,
and therefore of learning, by relativelX small networks (i.e., small when
compared to that needed to learn all 22 .)
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SECTION 4

PARALLEL LEARNING NETWORKS

U

1 The motivation for considering parallel networks of learning
elements stems from two sources. One is that a considerable amount of
data of interest for learning processes occurs in image or two-dimensional
form. Another is that only networks consisting of rather large numbers
of elements can hope to cope with the useful but difficult functions
associated with practical learning tasks.

I This section describes a technique for implementing large two-
dimensional iterative arrays of learning elements, and presents a simple
example. The technique has also been used to implement large fixed-
logic (non-learning) networks, and has been applied to potentially

practical pattern-recognition processes. This work has been previously
reported, and more details of the applications to fixed-logic recog-[ nition networks may be obtained from the reference.

.4.1 PRINCIPLES OF MECHANIZATION

The mechanization to be described applies to arrays of identical
single-level logic decision elements in two dimensions. The technique
can obviously be extended to multi-level logic by employing the output
(array) of one stage as input to subsequent stages. This refinement has
been performed on a fixed-logic basis. No attempt has yet been made,
however, to reduce the multi-stage learning procedures described in the
previous section to this particular form.

S*J. K. Hawkins, C. J. Munsey, "A Natural Image Computer",OpticalProcessing
of Information, Spartan Books. (to be published).
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The technique employed to mechanize a two-dimensional array of
single-stage logic elements, each operating on a local region of an input
array or image, involves two steps. The first step is an optical system
similar to that used in performing two-dimensional cross correlation.
The system is illustrated in Figure 4.1. The two planes, T and T are
transparencies T corresponds to a set of input variables (xIs). T2contains regions w'ose transmittance is proportional to the coefficients

(g's) required to mechanize a given logical function. It can be seen
that with a diffuse, incoherent light source, I,, the quantity of light
energy, e, reaching any point on the resultant plane is

S 1 1 2 g2 +.(+ xNgN1)

This is the direct analog of the weight-summing function of linear-input
learning elements discussed in Section 3. In particular, the input sum,
s, is given by

n
s = E c.x, (2)

i=O Z

Note further that the quantity in (1) -- with the same coefficients --
is formed simultaneously with respect to every region containing input
variables on the input field, Thus the quantity in (1) is formed at point

with respect to the input variables within the heavy border. At p2,tUe same quantity is'f~rmed with r~espe'ct toI variables within .theý dotted

border, and so on, everywhere on the xesultant plane. No physical mo.tion
is involved. All results are formed simultaneously and in parallel. The
effect is entirely equivalent to that of wiring a field of Kirchhoff
summing networks.

Because optical transmittance, and electrical conductance, are
constrained to be positive, some technique must be employed to obtain the
effect of negative coefficients in (2). Negative coefficients are re-
quired for most useful functions. The effect of a negative coefficient
can be obtained if the complements, i., of the input variables, x., are
available. In a system in which variables can only be 0 or I (no light
energy, or light energy) a simple manipulation converts (1) into the
appropriate form.

In order to complete the requirements for a logical function,
it is now necessary to carry out a decision operation on the resultant
plane of Figure 4.1. This corresponds to the "sgn" operator of the previous
section. Any light-amplifying device with sufficient.amplificationis
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suitable, in principle, for this purpose. The only requirement is that
each cell of the amplifying array be individually capable of sensing a
light input, and producing a light output if the input exceeds a threshold
value. The last requirement is necessary if the output of one stage of
the computing process is to serve as the input to a subsequent stage.

An example of a planar decision medium is photographic film,
which has been employed as the light amplifying medium in a number of
experiments. Qualitatively, photographic film may be regarded as a
light-amplifier if we consider the sequence: a) expose film to input
light Li, b) develop, and c) project light source through resulting
transparency to produce light output, Ln. The ratio L /Li can be extremely
large (consider, for example, a movie projector), and ?herefore power
amplification is obtained. In effect, the "contrast" behavior of ordinary
film is employed to perform a decision operation.

4.2 PARALLEL LEARNING

The above process can be regarded, in one sense, as a very large
number of experiments in parallel. That is, each small region of the
input array may be regarded as containing a sample configuration of the
local input variables. Some configurations are to be classified as 1,
others as 0, Thus one can imagine presenting all 2n possible configura-
tions of n (local) input variables simultaneously on one parallel array.
In practical imagery, of course, only a small fraction of the 2 n possible
input configurations will actually occur.

For a learning process involving a specified desired output for
each input configuration, we can also imagine that all of the specified
desired output values are presented simultaneously. The desired output
may therefore be regarded as a two-dimensional field of binary l's and
0's, located in 1:1 geometrical correspondence to the presence or absence
of the appropriate input example. The actual network output also appears
in 1:1 geometrical correspondence to the local input patterns.

The rule for changing coefficients in a single-stage decision
network to guarantee convergence to a solution, if it exists, can be
represented by

- xij(Dj-Aj) (3)
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[ in which = th jth

x = i variable of j configuration of input variables.

ijDj - desired network output for jth configuration, and

A. = actual network output for j configuration.

This formula implies a sequential presentation of input configurations,
Sj 12,...,m. When all local regions of a two-dimensional field are

regarded as individual configurations, then we can state the rule for
changing the coefficients in the following form. At each step (presen-[ "tation of an input field),

Ag E xi(D.-A.) (4)ij ,"J

in which the subscript, j, represents position (in two dimensions) on theý
field.

IThe crucial point to note is that (4) has precisely the same
form as (1) or (2), and can thereby be mechanized by the same optical
system as previously discussed. Note that at least two steps are involved
in the learning process. First, the coefficient values, g, are placed
at the position of the mapping mask of Figure 4.1, and the actual output
field A is produced by performing a decision operation on the resultant
light su'. The difference field, D-A, is produced by noting that for
binary decision levels it is equivalent to the "exclusive-or" function,
D®A, and can be generated in the form )A +*DA. Finally, Ag must be
formed according to (4). This is accomplished by placing (D-A) at the

position of the mapping mask of Figure 4.1.

r The proof of convergence for this process is obtained by drawing
a correspondence to existing proofs. In one proof, the input patterns
are regarded as vectors, X, in n-dimensional space, in which n is the number

of variables per pattern. The effect of (3) is to cause the coefficient
vector, G, to move a unit distance in the direction of X, if the actual
output does not agree with the desired. Virtually any incrementing scheme
which has this effect can be shown to converge. In the case of (4),
however, the movement of G in the direction X is no longer a unit distance,
but is dependent upon the number of times the particular configuration X,

*Appendix A, "A Magnetic Integrator for the Perceptron Prograd', Annual
Summary Report, Aug. 1961, Aeronuftronic'.Div., Ford Motor Co., ASTIA
#AD 264227.
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appears on the input image. We may therefore regard the model as one in
which the input vectors have different lengths, and the movement of U is
proportional to that length. Diagrammatically, the two models are repre-
sented in Figure 4.2. Convergence can nevertheless be demonstrated by
noting first that IGI is still bounded (although the bound may be much
larger than in the sequential case if a large number of local patterns
on the input field are identical). Secondly, the component of U along
the solution (if it exists) is always positive. Thus ' must eventually
reach a position sufficiently close to the solution, such that D = A
everywhere.

In order to illustrate this approach, a known linearly-separable
function was tested by hand simulation. The input field and desired output
field are presented in Figure 4.3. The function corresponds to D = x 3 (x 2+x 1),
with the variables arranged as shown in Figure 4.3. The results of
performing the operations specified previously are illustrated in Figure
4.4. The desired output is reproduced for comparison. The initial values
of the coefficients were taken to be zero, so that the first value of the
actual output field, A.(t=O), is simply zero everywhere. Successive
output fields are subsaripted in Figure 4.4 in sequence, the last A
agreeing everywhere with the desired field and thereby terminating Zhe
process, 'by (4).
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APPENDIX

TABLES OF GENERATION
OF

FOUR VARIABLE BOOLEAN FUNCTIONS USING THRESHOLD ELEMENTS
(Prepared by R. A. Stafford)

The accompanying tables give a compilation of means of generating
Boolean funigions of up to four variables using linear threshold elements.
There are 2 such Boolean functions, out of which 1882 require only a
single linear threshold element, 50,284 require two such elements in
cascade, while the reamining 13,370 require three elements (see figure 1).1

A linear threshold element with inputs A1, Al,. ,A and output
B is defined as one for which there are values or weights w 0 ,wl,. ,wn such
that B - sgn (w, + w A + + w A ) where A1 ,...,An each can assume only
the two values +1 anQ -i. The constant term wo will be referred to as the
threshold weight.

For each Boolean function f(Al,...,An) let there be defined an
augmented function, f*,

f*(A°All...'A) = Aof(A1 ,,... An) + A f(A A

involving an additional variable A (the symbols in this equation referring
0to logical operations.) Such an augmented function must always have the

antisymmetric property

f*(A,...,An) = f*(Ao0...,An)

Conversely, every function with this antisymmetric property can be obtained
by augmenting an appropriate function of one fewer variables. In particu-
lar if f is a linear threshold function, f(A,,. ,A ) = sgn (w + w A +

.+ w A ), then f*(A0 A .,A ) = sgn (w A + w An + + w A ). Aore
generaly, if f(A,...,An) is gAenerated by a number of*linear Nhreshold

1. These figures agree with those given by R. C. Minnick in IRE Trans. on
Electronic Computers, Vol. EC-lO, March, 1961.

2. In the truth diagrams given in the tables, the +1 and -l values are
represented by the classical Boolean symbols, 1 and 0 respectively.
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elements in cascade, then f*(A 0Al,...JA ) is obtained by regarding the
threshold weight in each element as being multiplied by another variable
A0 , rather than being constant.

This concept can be used to define a useful kind of symmetry
relation among Boolean functions. For the purposes of this report the
functions f(A,... ,A ) and g(A n.,A ) are said to lie in the same symmetry
class whenever their correspon ing augmented functions f*(A 0A.---)A )
and g*(A ,A)"..., A ) can be made identical by making an appropriate
transformation on he variables, A A, of one of the functions
The transformation is to be some permutation (possibly the identity) on

the variables combined possibly with a substitution of some or all of
them by their respective complements. For example, f(AA 2 ,AJ) =
AA 2 + AIA2 and g(A ,A,A 3 ) = 1(AIA3 +'A1 A3 ) belong to the same symmetry
class in this sense because

f*(Ao,AA2,A 3 ) A•(AA, + 1oA1) + A3(AA -+ Ao1) = g*( A3Ao,2,A 1)

The usefulness of this type of classification lies in the
following fact. If f and g bear this symmetric relation to each other
and if f is generated by some particular arrangement of linear threshold
elements, then g can also be generated by the same arrangement of elements
and using the same sets of weights in each element except that the weights
attache'd to the original inputs A,,...,A- and the threshold weight of each
element are to be permuted and changed in sign in accordance with *a
transformation on A.,... A and A which renders g* identical to f*. For
example, the f defined in Phe previous paragraph can be generated by two
elements., X = sgn(l + A + A ) and f(AA ',A 3), - Y - sgn(2X- - A + A2 ).'
or' in the mote compact notation to be usea hereafter,

SX A° A1 A2 A3
I 1. 2 3

FY2 -1 :-1 . .1 0

Correspondingly, g is generated by

E X A° A, A2 A3
xi 1 1 02 3

Y Y2 0 -1 -1 1

which represents a permutation and sign change on the set of, weights for .f"
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in accordance with the transformation described in the previous paragraph

which rendered f* and g* identical.

Thus in a study of means of generating functions with linear
threshold elements it suffices to select only one representative from
each symmetry class. For four variables there are 83 such classes, 3

so the accompanying tables deal only with 83 different functions, each
a representative of one of these classes. These are expressed in the
augmented form as functions of the five variables, A, B, C, D, E. Of
these the first 7 can be generated with one element, the next 62 with
two elements, while the last 14 require three elements each.

The tables are principally devoted to enumerating, for each of
the 62 two-element functions, all possible linear threshold functions
which will serve as that in the first or auxiliary element, X (figure lb).
Moreover, these are grouped according to the way in which ýhe corresponding
regions in the five-dimensional weight space fit together. That is, if,
a set of X-functions had the property that the set of all points
(WAWBWCWDW_) which will yield one of these given functions in X
('A B• 5,forms a- single connected region then these functions were grouped

together.

Table II gives a listing for each of the 62 two-element functions&
of weight values for each acceptable X-function except for those cases
which can be derived from listed weights by an appropriate transformation
as described in the later paragraphs. Also listed together with each of
these is a set of weights (usually the smallest integral values that can
be found) which will serve for the Y element. (In general, for a given
X-function, a number of Y-functions are possible, but only one is listed'.)
The small letters indicate the groupings mentioned in the previous paragraph.

3. The number of such symmetry classes increases very rapidly as the
number of variables increases, as indicated by the chart:

No. of variables 1 ; 2 3 1 4 5
No. of classes I 3 I 7 83 109,950

4. These tables were developed in connection with a study of Cnstructing
cascaded-element networks with variable weights which after a period of
learning are to be capable of automatically assuming values which will
render the output a certain desired function of the inputs.

5. More precisely, if weights can be varied continuously while 'the truth
table changes one entry at a time while changing from one X-function
to another, then these are grouped together.
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Table I gives for each group listed in Table II a single truth
diagram for the X-functions of the group. This diagram contains entries

17only where all these functions are in agreement. Also a truth diagram
for Y-functions is given for each such group. It contains only entries
that are common to all Y-functions which will generate the desired function,
when used with one of the X-functions of the group. 6

If a transformation (permutation and complement change) of the
variables AB,C,D, E leaves the desired function unchanged, then any
acceptable X-function (i.e., one which serves to generate the desired
function) can be subjected to this transformation without impairing its
acceptability. For economy of space, Tables I and II contain only one
version of any set of X-functions which can be obtained, one from another,
by such transformations leaving the desired function invariant. Thus,
in the example for -f(A 1 A 2A ) given above, the transformationS(A 0 A.,'A^,A)-(A 1,A 0 A 3 A2 ) leaves f invariant but produces a different X
than 1ha given. Two other X-functions could be obtained from such
transformation on the given X-function. Of these four only one will
appear in the tables.

U• A second saving in space is made by listing in the tables only
X-functions which require a positive weight on their input to Y. (This
weight and all those of X can always be reversed in sign without changing
the output of Y.) However, the numbers in Table I indicating the number
of acceptable X-functions possible for the desired function do include
both kinds.

b n Table:I also includes a single generation of each one-element
or three-element function. No attempt is made to find all X,Y pairs
possible for three-element functions due to their enormous number.

Table I is best explained by using the previous f again as an
example,__ It is of the type of function number 15, f(A,B, CDE)f
A(CD + CD) + B(CD + CD). The truth diagram for this as indicated at

"6. It turned out that in each of the 62 cases any linear threshold
function which agreed with a partial X-truth diagram in Table I
belonged to that corresponding group. Another fact observed was

f that the partial truth diagrams for Y in Table I could always be
U filled in with O's on the right side (X=l) and l's on the left

side, and the resulting function would serve for all X-functions
in that group.
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the top of the page is arranged:

0011 D
0101 E

000 0 0 0 0
001 0 0 0 0
010 00 1
011. 1 0 O

ABC

The other half for A = I can be deduced from the requirement
f'(A,B,C,D,E) = f(A,B,C,D,E). 7 There are 160 distinct linear threshold
functions (the number in parenthesis above the truth diagram) which will
serve for X. All the 20 threshold functions which agree with the partial.
diagram

0 0011 D
0 101 E

000
001
010 j 0 0 1 1Ollil 1 1 1

ABC

will serve for X and their corresponding w-regions are connected. All
suitable Y-functions for members of this group agree with the diagram:

0 0 00 Ii 1 1 1X
0000 1 10 11 D
0 i01 0101 E

000 0 0 0 00
001 0 0 0 0
010 0 0 00 1 1 1 1
011 0 0 0 0 00

ABC

To the right of these diagrams appears one (usually involving the
smallest integral weights) XY combination of weights selected from the
group. There are 8 (number to the left of the diagrams.) such groups,
all of which can be obtained from one another by transformations which

7. Note again the use of 1 and 0 in the truth diagrams rather than +1 and -1.
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H leave f invariant or by reversal of sign of all X-weights. The expression

A B C D E (240)
4 4(0 0)0

means the following. In the full truth diagram for f, half the differenceSbetween the number of 1 entries for A = 1 and the number of 1 entries
for A = 0 (or what is the same thing, the number of 1 entries for A = 1
minus 8) equals 4. Similarly these quantities for BC,D,E are 4,0,0,0,
respectively, The brackets 10] indicate that f is invariant when E is
replaced by E (i.e., independent of E). The parentheses (0 0) signify
that f is invariant of an interchange between C and D. The expressions

fl (C - , D 5 D) and (A - B, C - •)indicate two other transformations with
respect to which f is invariant, All other transformations leaving f
unchanged can be obtained by combining those just given. The ý240) means
that there are 240 members of this symmetry class, and hence 2 .51/240 = 16
transformations leaving f invariant (including the identity transformation).
Finally the XY weight combination to the top right of the page is usually
one of the simplest (smallest sum of weights) which generate the desiredS ifunction.

The page entitled "Function Index" is an aid for identifying
arbitrary functions with one of those listed. For example, the knowledge
that g given earlier has the following counts defined in the above para-
graph,

A A A2 A3 A4

-4 0 -4 0 0

[Imeans that it can only be type 15 or 16. Showing that brackets and
parentheses can be added (that is A and A are interchangeable, and g
is independent of A ) means that it 1 can only be of type 15 and nearly
tells what the required correspondence of variables is, In this index
parentheses and brackets are left out when the counts themselves suffice
to identify the function. (Note: when the count of a variable is
negative the complement of that variable is to correspond with one ofii the letters A,B,C,D, E with that same count. However, when the count is
zero, either the variable or its complement may correspond to one of
these five variables with a zero count - both possibilities must be
considered in trying to reach an identification,)

ii -59-
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TABLE I

1. " 0 00 0 A B C D E (10)
0 0o 00 1 o o o 1
Ioooo! 00

2. 0 0 0 0 A B C D E (80)
o0o00 (4 4 4) [01 [ý0 ABCDE
0 00 o: 1100

3. 0 0 0 0 A B C Dl E (32)
0 0 0 1 (3 33 3 3) A B CD E0001! 111111
Orll 11

4. o 0000 A B C D E (320)
000000 6 (2 2 2) [0] A B C D E
0 0o0 0 1 1 o

:00111+

5., 0 0 0 0 A B C D E (320)
0 0 0 0 (4 4) (2 2 2) A B C D E
000 1 2 2 1111

10111

6. o' 0 0 0 A B C D E (160)
1 00 0o 7 (1 1 1 1) A B C D E
o0ooo 311111
000 01
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I 7. A B C D E (960)
0 0 0 0 5 (3 3) (1 1) A B C D E
0000 3 2 2 1 1
0 0 .0 0 " .
0111

8.. (768)
A B C D E (960)

0 0 000 .4 4 220 X A BCD E
00.00 (A CB,C*•D) x r 0
00 10 (A ,B, E )2 0 1 0 1 -
0 0111

a) 0000 o

( 0(001 0  2 i 1 0 (96).~~~ (S 0 1 0 1 7120 11(6

9... .0(744' A B

A B C D E (480)10 ý00 00 6 (2 .2) (0 0) X A B C D E

0 0 0 0 Y f2 1 0 0 -1 -1o i ioooo
____ 0000 I111110(4) 0000 1 0 0

0 I II I 0 0 0 0 I '-
b4) 0003)b.) i 0o o 0 0 z.

,0 0 0 0 !2 1 1 1 =1 (

0 0010: 01_001_ 111

6.1

It'
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10. (384)
A B C D E (480)

0 0 0 0 (3 3) (3 3) 1 X A B C D E
0 0 10 (A-C, B -D) x 11001
0 0 0 1 Y2 0 0 1 1 I
01 11

a) 0 00 0
1 0 0 000 1 m0 o o 1(8) o o 0 0 0 1 1 1 2 0 .2 1 1 11(31)

0 0 0 111111
(8) 0 I 000 1

(4) 0000, 1 ii
(4) o 0010 j 2 1 1 00 (34)

100 i0 0 1
01! __1_0________

1i. (272)
A B C D E (1920)

0 0 00 5 3 (1 1) 1 X A B C D E
0 0 0 0 X 2 0 -1 -1 1
0 1 0 0 Y F2 O i 1 O!
O0 0 1

a) 0000

0(040)0 0 1 2 -1 1 (32)
(4) 0 0 0 0 1 1 1 2 1 -1 10Q

00 0 i 0 0 0 1 1

b) o o o o_ 2_ o-i-I

(2) I00 0 0 0 0 1 1 1 2 0'i i i '0

00 o00 GO00 1 1 1 1 1 1

c) 0 0 0 0

0000 2 1 -1 1 O
(2) 0 00 0 100 1 1 1 1 3 0 1 -11 1- '

00011 0000 11111

d) 0000
0 0 o o o o I -1 -i 2' (2

(2) j. 10 0000 010 . 2 2 1 11 212)
1i0 10i O000 10111
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12. (248)
A B C D E (640)

0 0 0 0 5 3 (1 11) X A B C D E
0 0 0 0 X, 0 2 -1 -1 -1
0 0 0 1 Y¥2 2 0 1 1 1! 0110

a) 0D0 000 0 0o 0 2 -1-

(6) 000 0001 1 1 1 -I (29)

11100 0000 1 1 1

b) 0.0 oo0 000-0---
0000000 0 2 -0 1 1 (20)(2) 1110 0 0 0 0 0 1 2 2 0 1717-.

S1110 00000111
c)0000

( 2 ) . 0 ,0 0 1 o o 0 0 1 1 1 1 0 -
.0111 10000 111 0

S13. (224)
A B C D E (320)

000 62(00-0)_ X AB CDE

0 0.0 1

a) 0000 0
000 0 3 2 0 -1 1 (12)

(12) 1 0 0 I 011 1
S• 0 i1 0 0 0 0 'o1 01

b) 0000 11 (20)

(4) 0 0 00 1 0 0 0 1 1 1 1 3 0 1 -1 -1 -
0 0,0 oI 0 000 1 1 1 1

S-63"
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14. (224)
A B C D E (960)

00007 4 4 2 (0 0) X AB C D E
0000 (A - B, D .), E-•) X 2 11
1 0 0 0 3 o0 1 -1 -i -1
011 11

a) 0 00 0
0000 2 0 -1 -1 -11 (20)

(4) 1000 0000 1111 3 0 1 2 1 1
0000 0111 1 111

b) - 1 1 -0 02)

(8)01010 0000 1101 3 1 2 2 -0 1
100 1 00 01 011111

c) 0 00 0
0000 2 1 2 1 1

(4) 0000 1000 1111 1 1 1 .
0111 00000 11111

15. (160)
A B C D E (240)

0000 4 4 (0 0 ) F0 X A. B C D E
0 0 0 0 (C .- d, D --D) x 2 0 1 0.

jo o I (A -- B, C -d) Y 2 10- -1
1100

a) 0 0 (20)
(8) 0 0 1 1 0 0 0 0 1 1 1 2 1 0 -1 -1 0

101_ 00000 1100

16. (136)
A B C D E (80)

0 0 00 (4 4) (0 0 0) X A B C D E
0000 (C * C, D -) X 00-1-1-i
0110 (C - ,E E) Y2 1 1 1 1 i1

a) 0000 0

08t10 0 000 0 01-1 11iooo oooo oii
(8) 1 1 1 0 0 0 0 0 0 1 1 1 2 1 1 1 1 (17)

i, 0 0 o'oo00o 1 i,11 1 1.
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17., (120)
A B C D E (960)

.0 001 4 (2 2) (2' 2) . X A B C D E

0 000 Y3 0-
S0111

0a) 1 0001

S000 0o0o0 111 2- 1 41
(4) 0 0 0 0 O O 1 0 2 -" 1 (14)

111 0000* 111
b01 00000 010021-1 0.0 00 101

b) 01 0000 01
0 0 0 0 " 1 0 1 0 - 1 -I1 1 8

010 ,10 111

C) 1 0 00000 1

•oooojoooo I•oo o)oo 1 1 1 1 01 o o )
(2) 1 000 0000.0 0 011 1

. 1110 0 100 0 1. 1 1 i!

12 1 1 0 1 0 0O0 0 00 1! 3 -1 -1 -2 -2()

I El 0 oo o o io{o1.I11

18. (86)
A B C D E (1920)

0 0 00 4 2(2 2)0 X AB CD E
.0 001 X 2 1 -1 -1 -2
0010 Y 0 0 1 1 1
1I001

S0 0 0 1 2 I1- 2-(15)
(2) 10 0 000 * 1 2 0 0. 1 1

, 00 0 001 1 1 1 1
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18. (continued):

b) 
-1 1 )101 0000 011

(4) 10 00 0 0 0 0 1 0 1 -

c) 0 0 000 1011
011 0000 10 1 1 1 2 2-1

(2) 0010 0000 1 113 1 0 -1 -11

10111 000 01101

d) 1 1 0 0 00 0 01
10 1 0000 011 -2 1 -1 - 1 (5)

(2) 1111 000 0 0010 2 2 0 1 1.
110 1i 000 011011

e) 011 00 00 0 0 00
S11.1 0000 0 0001 -2.-3-1 1

(2) 1 1 0 0 0 00 0 11 2 .2 2 1
11000 000 1!1 1 11

19.. (76)
A B C D E (160)

0000 4 (2 2 2 2) X A B C D E
000 1 x fl1 .i
0001 y i -1 -1.
0.110

a) 0 [0 000 ii
0 00 10, 0 0 1 1 1 1 0 2 -1 -1

(8) 1111 000 0 0 1 2 1 -1 1 1 (9)
1110 0000 011 1

b 1111 :0000 00001 3 -1 -1 -1
(2) 1111 0000 0001 2 3 1 1 11 (1)

1 1 1 0 0 0 0 0 0 01 3 1 - -111110 0000 011_1

c) 0 000 0000 1111
0001 0000 1111 41111

(2) 0 0 0 1 0 0 00 1 1 11 1 4 .- 1 .1 (1
011 1 0000 1 11 0
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20. (72)
A B C D E (1920)

0000 3 3 3 1 1 X A B C D E
0 1 0 0 (B .C, D E) X; -1 2 1 -2 -1
0010 Y 3 2 0 1 .2 1
0111

ma) 0 00 0-00 11100 0000°° l11 -1i
-1) 111 1 0 (0000)000

11 0 0000 011 0

(b) 1110 0000 001100
1100 000 111 -12 -3 2 -(4) 1 1 1000 0 O 0 0 0 11 3 2 3 4 '2 .

00 O ~ 00111 1 1 11
d) 0 1 0i0i0 0 i 0

0101 000 '1110 - 2 1 2 -iS(4) 0 0 0 0 00 0 010 3 2 1 3 1 )

0 0 0 01 i 1 1

S1 0001 0100 01110 ,-I 0 3•(4)' 0 1 1 1 o o0 0 , + o i o 14 3 1 2 -i- 3
0 1 11 ... 0 000 1iiii

e)'0 0 0 I 0 1 i 1 3 2 1 2 - 1(3
(4)f 0 0 1 0 0 0 0 O0 1 1 1 1 : 3 -1 0 1 1- 1(3

0 001 01 A0 1 1 11

An1i. (68)
SA B. C D E (80)

1.0 00 6 (0 0 00) X AB CD E

.•o oY -1 -1 -1.--10000 TTT

000 0 000 111

a) 1000 0000 11
6) 0 107 0 o o o o 1. 1 1 1 -1 3 -1, -

(1) 111I0 0 0 0 0 0 0 0 .4 3 -3 1 1 ()
( 16) 1 1 0 00 0000
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21. (continued)

b) 1 0 00 0 0 00 1 1 11
1 0 0 0 0 00 0 1 1 1 -)
(4) 11O0 0 0 0 0 0 0 1 5 4 -3 -1 2 21

(48) 1 1 10 000 001
1 1 0000 0 00 1i

c) 0 0 0 0 1 0 00 1 11 11
100 001 0 0 00 11 1 1131

(4) 100 001 0 000 1 11 1:4--11
OO l 0o 00001111

22. (54)
A B C D E (960)

10 0 0 0 3 (3 3)(1 1) X A B C D E
0001 x 1 -i -1 1
0001 1 0 2 2 -i -I
II 1 0O

a) 00000000l
( 00 0 1111 1 2 2 0 001(2) 0 0 0 1 0 0 0 0 1 1 1 1 14 1 -1 -1 -1 -1,

1i 1 000 01 1i0
b) 00 0 0 0 11100 0 0 0-0 1 1 1 (5)i

(2) 0 0 0 0 1 1 1 1 "3 0 2 2 - 5
( 000 110 0 1111

c) 01 10000 001
0011 0000 1101 20 -1 -2 - (3)00 10 0 0 0 1 1 0 1 3 1 2 2 -2

1 1 0 0 001 1iii 1

d) 0000 0101 -2 -1 -1 1 -20 0 0 0 010 [. 2 2 1

(4) 011 0 100 0 00

111 0 00 0 1 1 oI --- 1- 1

(2) 11 1 1 0000 0001 3 4 2 2 1

f) 0 0000 1
0000 0001 11 11 0 2 -I - (

(4) 111 0 0 00 0001 .3 2 -1 2
0 00 a-0 118
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23. (52)
A B C D E (320)

( 3oo 1 3 3) (1 1) X A B C D E

0 .0 . . x 1 1 1 0. 0
0 0 0 0 ¥4 -1 -1 -1 1 1

a) 1 0 000 1
00 0000 1111 3 -1 1(6) .0o ooo o. .iF 1.

(6) 0 0 0 0 0 0 111

0 10 00 0 0 1 0 1 -1 -1
b) 1 11 (2)

C) o o000 -00 o111 1 -

() i 0 0 00 0 0 1 1 1 1 1 1 1 .0 .l(2)

0000 0000a(2) 0000o 0000j1111-z1- 1o.
* 0000oo-o11111

24. (50) I A B C D E (320)
000 (3 3) (1' 1 1) X A B C D E

1x 1 1 -1 -1 -1
0110 2 0 0 1

a) 0 0o00 1
000 0 0 1 1 1 1

(2) 0110 0 0 0 0 0 1 1 0 1 1 (9)

1.000 00 01 1 1 1 1I -oo _oo _
b 0 01 000 0 1 0 1 0 0: 1 1

S(6) 0 0 1O 0 1 0DO 1 1 1 1 1 3 1 1-1 -1 21(5)
"1 011 00001 1101

c) 1111 00 00

'o 0 0 0 0 1-2 -2 -1 -1(2) 0 . 0 0 0 1 1 1 2 2 2 1 1 (

*00O0 001 1 11 1
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25. (50)
A B C D E (960)

0 0 01 5 (1 1) (1 .1) X A B C D E
0 0 0 0 X 3 2 2 -1 -1
o)o0 1-1-1 0 11

0 0 0 0 0000 1 1 1 1 1 3-1 2 2 2
(4) F11 0000 0 0 0 4 2 -2 1 -1-1,

'0 1 1 1 0 000 1 10'

b) 00011 1 1 [ 1)1
1 000 1 0000 1 1 10 ,

(2) 0 0 0 1 0 0 00 1 1 1 0 5 2 -1 -1 -2 -2
0111 00000 I0

0 000 000 10 1 1 3 2 2 1 -

(2) 000 10 1 1 3 0 -i -1 11

1110 GO00000111

d) 1 1111 1 a'0o0o0o01oooI
00o o 00001 1111 -2 2-3-i-(4) 1 1 f110 0 0 0 00 1 1 3 3-1 1 (2)

1 1 1 0 o0000Io i I I

11110 1o0o0o01 o o o1-1 1
(2) 1110 0 3 -1 010 0

luuioiI, 0000 0111
o(2o ool) 3 4 1 -1 -1 2-2()

11 010 0 00 0 101 1-1

(4) o io 1 0 o o o1 1

OOol 0 10ioo 1111

26. (44)
A B C D E (1920)

0 o 00 3 3 1 (1 1) X A B C D E
i o o I Y1i3 - 1 0 1 -1 2]0001X[T T I

'10 01

a) 0 1 0 0 00 1 0
0 110 0 0 01 01 -1 2 1 3-

(4) 10 1 1 0 0 0 0 1 10 1 2 1 0 0 -,1 (7)

1011 0000 1101
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5 26. (continued),b) 0o 0o o 0 00 1 • 1 1
0 000 00001 111 2 1 0-1-

(2) 100 0 0 01 1 ii~I~~-
00 00 000 1112 1 1I 4

10O00 0001I 1111

C) 12 0 00 0100 0
1111 0 00 0 0 0 1 -1 -3 1 2

(2) 1 0 0 0 0 0 0 11 1 1 1 2 1 2 0 Ii (2)
ld) 0 0 . O0O0 1 1I 1

50 d)•0 100 111 1 3 1 1 2
(2) 0.00o 0 111 1 1 0

(2 0001 110 00 j11ýi i. iiooo i, 1000 ___11_

5..

27. (40)
A B C D E. (9.60)

0.0 0'00 4 2 Z ;(p -0) l A B C D E
1 0 0 0 (B 'C,D. D,E x)
S0001 3-1 0 1 -1 1
1,00 1

! .> o, *ooo~o T 1
0) 0l 1 0 0 00 1 101- 3(8) 1.0 1 1 0 0 0 0 0 1 0 1 3 2 0 1 -1 (3

1011 '0000 1101

b.) 1 1 0 0 0 0 0"0 0
1 1 1  0 000 0 00-2 0 1(

(4) 0 0 0 1 0 0 0 0 111 1 1 2 3 1 -1
0001 1 000 1 1

c) 0o0o0 0•0 0o 01 1 i1 10 0 0 10 00 11 11 21 0 1 (F'Oi2 )(4) 0ý 00 0 1• 0 0 0 0. 1 1 1, 1 ,3 -1 0 1- .I
00001 000 111

ID " -71-
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28. (40)
A B C D E (1920)

0 0 10 4 (2 2) 20 XA B CD E
0000 x 2-1-1 0 -1
0000 Y4-I 2 21 1

a) 111 0000 010
0101 000o0 1010 -1--1 o,

(2) 01013 2 2 1 (Z3

) 1 0 0 0 0 010 1 1 1 1
b) 11 ooooj 0 101

0 0 00 0 0 00. 1 1 111 1 -12 1
(4 1111000 0000 ,3 2 -1 2 0 (3)

c) 1 01 00001 -1 2001 11 000 01111

0000 0 0 00 i 1 -1 2 -1 0 -ý

(4) 11111 0000 0 000 4 3
i1 0000 0 111

d) 1111 000 0010 I
1100 1 1 -1-2-2-3 1

(2) 110000 0000011 322 2 .
11100 ,001 0011110, 1 0 o oooo I ,e) 11 10 00001 1 o 1

00 0000 1011 -1 3

(2) 1100 000 0 111
1100, 00111 oi i I

f) 1 0 0 00 0 11
00000 0000 11 1 1 2 1 -

(2) 0000 0000 11 1 4 -1 2-i I2 1 )
$00 0 0 0 11 1_1__1_

g) Ol 000 i 000 10 1 1
(2) 0()0 0 0 0 0 1 111 3 2-72
00 0 0 000 111A1j

01 1 1 10 000 1 1 11
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29. (40)
A B C D E (480)

0 0 01 5 (1 1) (1 A) - X A B C D E
00000 (B DC.-E) , 1 3

oOo -1 -2 -2,-l

a) 1 00 01 012 -1 1

,,00,,00000101 '4321'''
oo(8)o ooo.l 1

b 010 1
10 101 0 0 0 00 1101 -1 32- 1-

(30.a) 01Q00 01 0 1 4 32 2 1 31

0 010'0 5 (0 1 1) 1 XABDE

So,,0o000 1 FI 1 i

b) 000A0 o o o . L I O'

""0 0 1 0 10 0 0 0 1 1 1 1 -1 3 -2 (2)

(2) _ _1_ 0 0 0 0 0 0 1 0 0 _ 2 1

10010 000010111
1b 1.0.0i 0000 10 11

10000 0000! 00Iiij122 3• 2

(6)~~~~~ 1 t 0000 3 -2 -2 -12

c) o.10o 0 00 11

Fooootooo oo I oo

I (6) 11111 -00,00 0000 32-

11 1 0 O0 .0 0

•d) i 0 0000 3-1
(2) 3000i 0.0001111 ii-1 (2)

1 111

0 0 -33
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30. (continued)

e) 0 0 00 0 10 0 11 1 1
0 000 0000 1111 2 1

(2) 0 0 00 00 0 0 1 11 1 41-1--1-1
oo001 oooo01111

31. (32)
A B C D E (960)

0000 4 2 2 (0 0) X A B C D E
1 0 0 0 (B C,D -- ,E4E) x -- 32T 2
0o 0 0 1 2 1 -1 -1.-1

a) 0 1 00001 0
0110 0000 1000

(4) 0001 0 0 0 0 1 1 1 3 12 1 -1 -11

11011 0 00 0 1i0i0iI0 0 0 0 1 1 0 0 -I -2 -1 3, - (2 )

08) 0011 0100 1101 3 2 2 1 -2
001 0100 1 11 1 "

32. (32) A B C D E (1920)
0 0 00 42 2 00 X AB CD E
1 0 0 0 (B -cE-E) X E4x
0100 4
O7011

a) 10 000
1100 0000 100 1 "-2 -1 -21 3(4) 010 0000 1 1 11 41322

000 00 1 1 11 1 11

b) [T1T1T1 0 0 00 10 0001
1 1 111 0 00 00110 00 32-1 2 1(1

(4) 0 110 0 00 ~11O00 j4 LI3 2~
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32. (continued)

1i1i00 0000 011 1 2 31-2(4) 0100 0 0000 111 115 2 - -2 2

I il 1 00 0000 001 1

d) 00 0000 11
0000 1 000 1 1 1 1 1 2 -1 (3)

(4) 0 11 0000 1100 4 1-1 2 -2
F 0011 0000 1 1 1 .

I 33 (28) .( )O
A B C D, E (320)

0 0 11 X• 1 0
S011 ¥3 1 -1 -1 -1 0IIO

a) 0 0 r00 0 0 1i
0000 001111 1111 2-1-1 4)

S(6) 1 1 1 1 000000 0011 2 0I- 1 1
11001 0000 0 1111

b) 1111 0 0 0
1 1 111 0 0 00 0 0 11 -2-1-1 -1(2) 1111 o0 000 11 2 2 1 1 1 01)
1 00 000 011 1 1

0C) 0000 0 0 0 0 11 0 1 1

(2) 0011 0.00 0 11 i 1 3 1-1-1-

1L1110 '00001 1 00.

34. (24)
tA B C D E (480)

0 0000 2(2 2)(0 0) X A B C D E
1001 E E) XS1 1¥ -1 1 1 -2 -2

1 0 0 1~10010

a) 01 0 0 00 1 0
S 10 1 1 0 000 0 1101 1 1 21 (4)

1 0 1 1 0 0000 1101
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AERONUTRONIC DIVISION

34. (continued)

b) 0 00 0 000 11110 0 01 0O 1 1' 0 0 0 1i
(4) 0001 1000 1111 4 -1 (2)

0000 1 11000 1111

35. (24)
A B C D E (1920)

0 0 0 1 3 3 1(1 1) X A B C D E
10000 xr3 2I1
00011 y 3 -1 0 -1 1 1

( 01 0000 0001

(2) 0 0 0 i '0 0 0 0 1 1 1 1 2 1- - 2

b)1111 [000O010001

11 1 0000 0 0 113 2-1 (1)
(2) 0000 0001 1111 2 1 -1 1

1110, 0000 1 0
0000 0 0 0 1 1 1 -2 2-3-

b)) 1 1 1 1 0 0 0 0 0 0 0 13 2 0 2 1 (2

S01111 000001 01 011-3 2-1-1

(2) 1011 00000 101 3 1

d 0110 0- 1 -2 2 -31(2 10000 0 001 34 2 0 2 -1 1 21 )

1011 0 000 0101 4 1
d 010 000I 101

e) 00 b O 000l 0 11110 0 O0 000 1 1[|20 -2 1 1 (2

(e) 1000 1 0000 0 1 1 4 2 1 2 -1-0000 " 1100 1 00 11 11

e) 000o1 0o0o0 i 1 1

0 0000 0000 111 2 0 3 1 1

S0 00 0000 11 3 2 -1 1( 2 )

( 2 )101 000 011 1 i :
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AERONUTRONIC DIVISION

1 36. (24)
A B C D E ,(320)

0 0 00 (3 3) (1 1 1) X A B C D E
S0 -1 3 -2 -2
1i0 01 Y2 1 1-1 1 1
1 01

a) 1 0 00000 1
I1 0 0 0 1 -1 3 -2 (4)

* (6) 01000 0002 1 1 1 1
S1110 0 0o0 011

[ 37. (20)
A B C D E (640)

1 0 00 4 2(0 00) X A B C D E
100000 X 2 2 1 1 1
0 0 0 1 Y 3 0 -1 -1 -1

1 0 :Ii10

a) 10o00 o o0o0o0 1S0 0 0 0 0 0 0 0 1 1 1 1 0 2 -1 1 1
(2) 1 11 1 0000 0001 4 2 -2 1 I

1 1 I000 000 0 111

I o1 0 01 1 1 0 0 0 0 0 0 0 1 -1 3 -2 - :2"

(6) o0ooo! 0o001 111 3 1 1-2 11(2)
11100 0000 0.111

000 I100001 11122I
c) 0 0 00

(2) 0 001 t oooo 1 i 1 13 o-1-1-1 (2
So111:1 00o0o0 1110

d 11 L 0000 01000 2 -2 1 1

(2) 0 0 0 1 O, 0 0 0 1 1 1 1 3 3 2 -1 -1 1

0 1 11 0 0 0 0_1 1 1 0,

-7
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AERONUTRONIC DIVISION

38. (20)
A B C D E (1920)

0 00 1 3 3 1 1 .1 X A B C D E
0 0 0 0 (A B, D--E) X - -
0100 -1 2 2 1-1
1011

Fl) ET1 00010

K(4) 0100OOO11111- 2
b) 011 0000 010 0 0 0 0 0 0 0 i 0 - 2-

(4) 01 0 0 0 00 1 1 1 1 4 -2 2 1

0 0 000 . 10 1 i 1 1 1 1b) 111 1 00001000

1 00 0 0 0 0 00 1 3 -1 -2 1(4) :Ii0 1 : 0 0 0 0 0 1 1 1 1 4 -1 3 2 1 j I

, oo 000l1 1 111(4) 1100 0 00 00 01111

39. (16)
A B C D E (1,60)

[ 1 .4(0 0 0) CO] X A B C D E

0 0 00 0 (B - 1B, 1 1C 1 - X D
100 0 0 0 0-1 -1 -1-10
00 1 1

1 1 0 0 0 o o o o o I 1 -1 1 _1 -2 (0 I
(12) 1 1 0 0 0 0 0 0 0 0 1 1I 13--2.- -1 2 0

00011 11 00 000 0 1 11

( 0000 0000 1111 2i1 1 1i'(4) 0 0 0 0 0 0 0 0o 1 1 1 1 3 -1 -1-1 -1 o A 1

0011 00o00 11111

- -78-
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AERONUTRONIC DIVISION

40. (16)
A B C D E (960)

0 0 10 (2 2)(2 2)0 X A B C2D E

10 00 0 -- 1-

I,01 11

1111 0000 1000-1 -1 2 2 )S(2) 000_ 1000011111 4 2-1-1 -1

a) 0_1_1 0000 1 111
1 10 1 1 00000 1010 0 1 -1 2

(2) 0 0 0 1 0 000 10 110 7 10001 0 1 1 1 1)

010 1 ',0010i 11ib ) 1 111 1 00 00.011011
1100 1O0O0 0 01 0 1 -2 -2 1 (1)

(2) 101 0 0 0 0 1 0 1 1 3 2 2 3 3 -2

ol 1111C) 1 l~ 0000 0 0101,

S1000 00000 11111 3 -2 -1-1 -2

(4) 0 0 0 0 00 0 1 I 1 1 1 3.- 2 1 1 1(2)
10 0 00 o0111.111

41. (16)
A B C D E (960)

1000 4 (2 2) (0 0) IX A B C D E
0 0 000 X1 32 211
0 0 0 0 Y 4 -1 -1 -1 -1 -1[ 01 1 1

a) 101 0 00011o0o

S(4). iO 1 -4 1b) 1 1 1 1 0 1 0 0 1 1 1 1

' 0010 0000 11001 2 2 -3 1 )
(4) 1 1 1 1 0,0 0 0 0 0. 0 0 4 3 -1 3 -1 -

0 1 1 1 0 000 1 1 1 1
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AERONUTRONIC DIVISION

41. (continued)

c) 1000 0000 1111
1111'0000 00 0 0 1 3 -1 -1

(4 0 1111 0000 0000 1 5 3-3 2 1
1111 0'000 0111

d) 00O 00 11
0000 0000 111 3 2 2 A(I

(2) 0000 00 000 1111 4 -1 -1-1
011 , 0000 1111

e) 710 -66o ii
0000 0 0 0 0 1 1 1 11 3 -1 -1 1

(2) 00000 0 0 0. 1 1 1 1 5-2 2 2 1 (
0000 1 1 1111

42. (16)
A B C D E (120)

000o0 4 (0 0) (0 0) X A B C D E
011.0 (B D, C - E) x[- 2 2 1
0 1 1 0 ( B, C )4 3 -2 -2 -1

a) 0000 0000 1111
0 111 :0 0 0 0 1 1 1 0 - 21 2 (1)

(16) 0 1 1 1 0 000 1 1 1 0 4 3 -2 -2
1111 0 00o00000

43. (14)
"A B C D. E (320)

0111 (1 1 1)(1 1) X A B C D E0000 x slI1oo

0000 Y - -2 1 1

a) 111 000o0 111. 1
0000 0000 1 1 1 3 -2 -2 1

(6) 0000 0000 11111 0 (2)

0000b 1111 1111

00000 0 0 00 111 1 1 1 0 0
2) 00 0011 1 1 5 -2-2 -2 1 1

1..LL . oo. oo. 1ii18
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AERONUTRONIC DIVISION

44. (14)
A B C D E (1920)

00 13 1 1 (1. 1) X A B C D E

1 000 
-Z1 12_2.

10,00 0o3-11011
10 0 0 1, 3- 0- - "

I 1001

a) 111 0 000 0 00 1
1111 0 0 00 0 0 0 1 -1 -2 0 -

(2) 1 0 00 0o 0 1111 5 3 4 1
1000. 0001 1111

b) 0 0 01 0000 11 0 1 1
00) 0o 0. 11 0 -1 10 -11 1011 0000 101

1011 0000 0101 ] -2-3 21)
(4) 1 01 0 0000 11 01 0 3 2 1 -3 (

I i011 0000 110111 1 0T1 oo~111

1 00 11 0000 0 1111 3-1 1 2 -3

S(2) 01 0 0 0 00 1 1 1 1 3 2- 1 0
d) 0 00 b oI 0 0 0 1i F- 1 1-

0 0 0 1 .!0 0 00 1 11 1 ; -1 1
(2) 100o0 ooo 11 11 3-2-1. 1. 20

S1000, o _o. oo ____

45. (14)4 A B C D E(320)IIi
1-000 (3 3) (1 1 1) X A B C D E
0000 X 2 2 1 1 1
000 Y 4 -1 -1 1

a) 1000 1000
1 1 1 1 0 0 00 0000 0 -2 -2 1 1 11:

(2) 0 0 0 1 0 0 0 0 11 11 . 4 3 3 -I-I 1.(1)
0 1 1 1 0 0 0 0 1 1 1 1

r'j . -81-
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AERONUTRONIC DIVISION

45. (continued)

b) 1ii001 000010111
S111 0000 0 00 0 -1 -3- (1-

(6) 0 0 0 0 0 0 0 1 1 112 1 1

0 000 0000 1111

100001 , 0000iii2

(4) 10 0 0010 0 0 1 1

d) 0 0 0 0 000 1- 1 1 1 3 -1 - -1 -1
0 0 00 000 111111

(2) 00 011 0o0o0o- 1 1 11 4_-1__1-1_-1_

__0 _ 1 100 0 00 11 1 1

46. (12)
A B C D E (960)

1 0 00 2 (2 2) (0ý 0) X AB CD E

0 0 01 X12 1
o 0 0 0 1 Y 3 o- i-i - i- lI

fi110 o

10000 1000

000 1 0000 1111 1-2-2 1 1

(2) 0000 0 0 01 1 11 3 0 2 2 -1 -1(
b 0) 000 1110 1111 (

1 0 0 111 0000 110- 2 -

(4) 0o 0 1 , 00 00 0 i i 01 04 1 2 2 -3 1

0 0000 100 1111

00 1 000o0 11111 1 2 2 1
(2) 0001 0 0000 1111 3 0 -1 -I -i -1

0 0 000 1110

d) 1 0 00 10 0 010~1
S0 0 0 0 00 1 1 1 2 -1 -1 (- )

(4) 0 0 00 0 00 1 -2 2L1 1() 1 1 0 0'0 00 1 1 1
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AERONUTRONIC DIVISION

47. (12)
A B C D E (32)

1 0i50h0 (2 2 2 2 ~)X A B C D E

S00111

S00 0 000 I 3'I-I-

a) 1 0 0 0 0 000 1 11
0 000 0 01 1 1 1 i i i
0(1 0 0 0 0 0 0 01 1 1 21 1 ' -2
0 0700. 0 11 1 1 1 1

b) 0 0 00 110 00 1 11 1
00010 0 0 01 1 1 1*

(2) G 0 0 1 0 0 0 0 I 1 1 1i 4 -1 11 -1 -
(2 0 1 1 11 0 0 0 0 1 11 1

48. ý(12)
A B C D E (480)

0 00 0 3 (1 1) (1 1) X A B C D E
G 1100 (B - .D, C .- E) X -10 0110 3 2 -1 -1 1 1
0001

* a) 0 00 [0 000 11 1

1 1110 0000 011 J 1 2 2 -1 -01
(4) 1110 o 000 0111 0 0 0 0

11111 00000o ooolt

1 1 1 0 0 0 0 1 1 i 1 -1 -1 -2 -2

(4) 1 1 0 0  0 0 0 0 11 1 3 2 1 1 2
I 0 . 0 0 _ _ 0_00__01 1 1

49. (12)
A B C D E (480)

1 1 10 2 (0 0)_(0 0) X A B C D E
0 0 0 0 (Bt-B,C -CD D,E ,!) x 5 2.211 1
0000-2 -2 -2 - -
0111,

fa) 1 1 11 0 0 00 1 11 0

i~ 0 00 0 0 0 00 1 1 1 1 22-
(8) 1 1 1 1 0 0 0 0 0000 5 3 -2 3 -1- '(

:0171,1 . 0 0 0 01 1 1 1

* -83-
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AERONUTRONIC DIVISION

49. (continued)

b) 0 00] 1 1 10 1 11 1.
000000 0000 1111 1

(4) 0 0 0 0 0 0 0 0 1 1 1 5 -2 -1 j

:0!111 0000 1111

50. (12)
A B C D E (960)

1 0 00 2 2 0 (0 0) X A BC DE
0 001 (C .,', *D,E E) X 3 1 1 2-2
1001 -2 1 -1 -2 -2
1001.

a) 1 0 10 00 00 1 10 1
1011 0000 0101 1 2-3
1 0 1 1 0 0 0 0 1 1 0 1 5 3 1 1 -23 1

(8 01 000 11011011 .,0000 1101.0001 •0000 1111
b4) 0 0 0 1 1 10 0 0 1 1 1 1()

0001 0 '1000.111 13

51. (12)
A B C D E (480)

00001 2 (2 2) (2 2) X A B C D E
0001 (Bf.D,C *E) X 3 2 2 -1 -1
0001 -2 1 1 2 2

a) 1 111 0 0 0 !0 0 0, 1
0 0 0 0 00 01 11 111 -2 2 -3-1 -1

(8) 1 1 1 1 0 00 00 0 01 5 3 -14 22(11 1 1 v 0 0 0 001 1 1 1ooooj ooooliii
0000 0001 1 1 1 1 3 2 2-21

(4) 0 0 0 0 0 0 0 1 1 5 -2 -1-1 ()
1i 1 1 0 110 0 0 0. 1 1 1 1

S-84-



AERONUTRONIC DIVISION

1 52.
A B C D E (1920)

10000 2 2 2 00 X A B C D E
1 1100 (B C, D.•,-) X 3 2 1 2 1
00115 -2 -1 2 -2 -1

a) 1 0 000 0i000
0111 00 00 1100 -2-31 -1 2 1

(4) 0011 0 0 0 0  1111 5 3 4 2 -2 -L(11
0001 I1000 II1 i_

b) 111 00 0 0 00 0 01 1
1100 000 0- 1111 -2 2 -1)

(4) 1111 0000 0011 5 3 -1 2737-
S1101 0000 1i011[ c) 0 00 000001111

0000 1 1 00 1 1 1 1 3 2- 21
(4), 00111 0000 1111 5-2-1 2-2 -

000011 1000 1 111

53. (12)
A B C D E (1920)

[0001 2 2 2 2 0 IX A, B C D E
1 0 0 0 (C D, E XE) 3 -1 2 2
0 00 1 ¥ 5 _2 1 2 -1 -2

1011

a) 1 1 01 0 0 oo000011 -

1 1 0 0 0 0 I001 0 1 1 2 1 - -1 ('
(4) 1 101 00 0 0 0 0 0 1 1 5 3 1 2 4 -

b) 0101 [0 00 10 1,
1 1 0 1 0 0 0 0 1 0 1 0 -2 1 2 -1 3

(4) 010 1 0000 1011 5 3 1 -1 2 -3

iiii f0000•I 1

1 00000 1000 1111
(4) 00001 0000 1 111 5 -2 1 24 0001 1010 1_1_1
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AERONUTRONIC DIVISION'

54. (12)
A B C 'D E (1920)

1 0 0 0 4 2 (0 0) 0 X A B C D E
0 0 00 x, -1-2F-271
0100 2 2 2 -
0011

a) 1100 00001011
1111 0 000 0 0 0 0 I-2 -1 3 - 2 _1

(4) 0 O oo1111 1111 5 4 20-3 0
b 100 00000001 11 j

(4) 110 0 00000111o
1 1 0 0 0 0 0 1 -I 2 2 - 3 -()
1 1 1 0000 Oo01 i

(4) 101 00001110
1 11 1 0 0 0 0 0 0 00

_____ 0 0 0 0 00111-3211-
(2) 0 0 0 0 0 10 0 11 1 1 5 3 4 -2 -2

0 0 11 0_ _ 0 _0 ____o

d) 1100 0000 1011
0000 0 0 00111

(2) 0 1 00 0000 11111 --1 2 2 2 -j''
0000 00011 11 1 1

S55. (12)
_A B C D E (160)

10 1(2 2 2)'(0 .0) X A B C D E
0000 (D.DE ) E . 3 -2 -2 1 -1

0 01 0¥5 -2 3 3 -1 1

a 0 o oo o i o
0 0 0 0 0 0 0 0 1 1 1 3 -2 -2 1 - 1)

( 12) 111 ooo 1111 5-2 3 3-1
(12 000000

0000 1 1 1 1 1
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.4 AERONUTRONIC DIVISION

56. A B C D E (160) CDE

1 00 0 3 (1 ( 1 1)

) 000 1 3 F4 -in --
00 0 0 1

(8) 111 00000 00013 = 1

0 0 1 1000 1111
b) 0000000 o03

11 o o o 1 1

(2) 0 0 0 1 0 00
0 0 0 1 ,_ 0 0 0.I IO

£57. (0) A B C D E ý(960)
01103( X)( 1 A B C D E000 o,- x [ .•.•.•.1

Soo 'ya - 2 2i 1

0 0 0 0 0 000 1 111 5- 2

(4) 11 1 1 0000 0000 5 3 -2 3

0111. 0000 11Ii1

Ib) 110 0 000 011

0000 0000 1 i I i -3 -I I

S(4) 1111 0000 0000 3 -2 2 1

0 oo 0 0 o o o o 1 1 1 1 (2)

(2) 
-1 2LJ

Eooloo' o.l•Jz••

E -87-



AERONUTRONIC DIVISION

58. (10)
A B C D E(960)

0 0 0 •( 1)( ) X ABC DE0 1 1 0 'X 5 • , 1 2 2

0 1 1 o y -5 2 l.-l -72-

0 0 00 0 101I 1 1 - 1 1 -2 -2 )
(2) 1 00 i0 0 00 0 1 1 1 5 2 -1 -1

111 00 000 01 1

1110 0000- 0 111 -3 1 -1 -2 -2,(

12 0 0 0 0 0 0 1 4 '3 1 1 2 2

S11 10 0000 0111

C) 0 0 01 T 0 0 0 0  1 11

0 1 1 1 0 0 0 0 1 1 1 0 1 2 2

(2) 0 1 11 0 0 0 0 1 1 0 5 2 - - 2

0 1 11 o 0 000 1 1 1 0

d) 0011 0 00 0 11 01
0010 o o 001111 2-

(4) 0 0 10 0 1 0 0 I 1 1 1 4 -1I1 . 1 22

0 00 0100'1 111I

59. (10)
A B .C D E (1920)o0 0 0 0 (3 1) X A B C DEl

1 1 -1l 2ABC 2
100 1 X [5 12 2 ,

0 1 1 0 Y - 2
00011

a) 0 001 00011

(2) 0111 0000 1110

0001 0001 11 i.1
0) 100 0o 0 11 100o o 0 0 o o 1 1 1 .- -• 1

1000 0001 1111 1

(2) 11100 00111
[[L0Lno0J 01 0 11 1
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AERONUTRONIC DIVISION

59. (continued)

1000 1000 1 1 1 -1 -3 -2(2) 1 1 10 0 0 00 0 1 11 4, 1 1 3 2 ()

1 00001 i 10001 1111

d) 0 0000 1101
1 0 110 1-1 2 3

(4) 00 1 0 0 10 0 1 1 1 4 1 1-1 -21
0011 0000 1101

S60. (10)
60. (1A 

B C D E (1920)
00001 3 1 1 (1 1) X A B C D E

Y100¥4' 2 1 -2 -1 -0I1 00i 0 0 1110:

Sa) 0 0 0 1 0 0,00 0 1 1 1 1
1011 0000 11000 1 -1 3[ (2) 0 001 0000 1111 4 2 1-2 -1

10111 1 .0000 11 10

b) 1 110 0 00 0 10 1
1 0 1 0 0 0 0 0 1 101 - -2 2 (

(4 .0000 0 014 2 1 2 - 1
0010 00100 1_1 i_

C) i i i 100 0 00 0-0 1
1 0 0 0 0 0 0 0 1 1 1 1 -2 1 -2 -1(2) 1111 0000 0001 5 4 -1 3 2 (.)

1 1110 0000,01 11

d) 000001111
10 0001000 11 2 1 2-1 -1(1

(2) 0 o0000 0001 1111 5 -l-1 -2 2 2, 1 10 00 0 0 0O11 1

ri •--89-
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AERONUTRONIC DIVISION

61. (8)
A B C D E (20)

0 0 (o 0 0) [o0 1o1 X A B C D E

111111 (A -A,BB) Y --1 0 0

111111 (A -,C -. ) Y 2 1 1 10 0

a 0000.

a 101F1 0 0 1 1 1 1 -10-10-1 0

(8) 011111 0.0 00 1111 2 i1 .1 0

0000 0000 0 1 1 11

62. (8)
A B C D E (160)

0 0 0 0 (2 2 2)(0 0) X A B C D E11 D-• • x -F1- 22

0011 o 10Y 1 1 1 _1-1-
01101

a) 1i1 0000 000
01 0 0 1 1 1 0 1 -1--1 2 21

(4) 0 111 0 0 0 0 1 110 2 1 1 1. -1 -11''

0001 1000 1 111

63. (8)
A B C D E (320)

1 0 0 0 (2 2) (0 0 0) X A B C D E

0OOOl0 x 1 1-1-1-1
o011o0 Y 5-1-1 2 2 2

1001

a) 1 0TT1 0 100 00 110 1
10111 0000 0101- 2 3'.

(6) 0 0 1 0 0100 10111

i0 1 1 0000,1101..

b) 1 0 0 0 0 0 00 1 1 1 1

(2) 1 1 10 0 0 00 0 111 5 -1 22
1 1000 0001 1111

-90-



AERONUTRONIC DIVISION

64. (8)
A B C D E (960)

00 00 2 2 0(0 0) XABCDE
0 1 1 0 (A B,D D,E , E) x 2 -1 2 17-1
1 10 0Y -1 2 -2 -1 -1

I 0001 _ __

a) 111 0000 o 100

(4)11003 2 20-1, _(b) 0 ,00G ooo ooo 1 11
o 00 0 () o , i4o 2-1 2 1

(4) 0000 11 1 4 -1 2 -2-1 -i00.01 ' 0010 1111

65. (8)
A B C D E (80)

0 00 1 (0 0) (0 0 0) X A B C D E
0 1 1 1 (A AB ..- ') x 2 2 -1 -11 1 1' 0 (A 'K'AC, - ,D-) D E .- •'B' Y ,4 -2,-2 1 1 1.

a) 00 0001I00
0000 0111 1 1 21 -2(8) 1 1 1 0 0 0 0 0 1 1 1 1 .4 -2 -2" 1 (1 )

S100 0 0000 1111

66. (8)
A B C D E (240)Y

00 0-oo 4 0 0o(00 ) X A B C D E
111 (B .- C,D . D) X1 1 -1 1 Z 21(D -BE -i) Y 14 . 1 -1 -2 -2
0I 0 0 0 ((B BC -D C,D - D)

0 0) 0001 [W0W0 01 1 1](8)oo 000 I00ooo ,,.0iI
0o1 11 0 0 00 1 1' 0-1 10 2r

(a) 0 0 0 1 :1t 0 0 0 1 i •4 - - - ( )

S0 00 1 ,00 00 1110

0 -91-
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AKRONUTRONIC DIVISION.

67. (6)
A B C D 1(320)

0 1 10 (1 1) (1 1 1) X A B C D E
ooo L.-1 -1 1. T1

00011 ¥ 2 2-1-1-1,

a) 1 10 10000010111
110000 0000 111 2,-2 1-1 -1()

(4) 0000 000 1 1111 3 -1 2 1 1
0 0010 0 11 1.1111

b) FFTT1 f0O 0.01 1 1 1 0
111111 0000-10 00 010

(2) 0 0 0 1 0 0 0 0 1 1 1 1 41 2 -1-1-.1)
0111 '0000 1111

68., .(4)
A B C D E (80).

0 1 1i 0 (B -W P,C - ,D , . ) - DX -1  1 1 "
0110 ¥ 3 2 -1 -1 -1 -1

a)0 000 1110 1 1

(4) 001 0 0'0 1 1 10 3 -2 -1 -1- (1)

a 01111 0I0o0 o 00iI

69. (2)
A B C D 1 (32)

0.00 1 (1 1, 1 1 1) X A B C D E0 1 1 0 xF-1 1- -1-
0 1 1 0 , 1 1 1 1 1
10101

a) 000 0001

1 1 1 0 0! 0 0 0: 0 1 1 1 - 1 - 1 - 1 i-
(2) 1 1 1 0 00000 0 111 .12 J,1 1 , I

(2) 00 0000 111 '
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AERONUTRONIC DIVISION

67. (6)
A B C D 1 (320)

010 (1 1 )01( 1 1) X A B C-D E

a) I110 0000 0111

1000 00 00 0111 1 2,-2 -1 -1-(
(4) 0 0 0 0 0 0 0 1 1 1 1 3-1 2 11. 1

0 0I 101 10 1101

1000 0- 10 0 0 -1-,1 K1
(2) ooo 1 oo 0 1 1 1 1 2 -1-1 .

0000 11 1 1

68. (4) A B C D E (80) .

0 0 0 1 2 (0 0 0 0) X A B C D E
0 1 10 (B..B,C-m.E,D .D, E ) X -1 1 1 F11o O• -1 -1-1 -1

a) 0001 0000 1111
0 111 000 0 1110

(4) 0 1 11 1000 0 1110 110 13 2L -1 -1-1
1111o o000 10o

69. (2)

A B C D E (32):
0.0 0 1 (1 1 .1 1 1) X A B C D E
.0110 x -1-I-I -II
o011o0 YI . ILii
1001

1 0000 0001 111

1T0T0T0 0 0 01 [ -9-
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AERONUTRONIC DIVISION

70.
A B C D E (384)

00002 2 2 2 20 1 0 1 (A B •C •D E A)

g 1 1 0 (B 9E, C D)i Eoo 0,1,

z
00.00 0000 11il

x 0000 0000 0 101
0011 0000 0101 X Y A B C D E
0.01 1 0000 000 0 X0 1 1 0 1 0,0 01 01 1 1 1 1 y -2 2 3 -1 -1

0 0 0 0 0 000 1111 :Z 23 1 -1-1 0 1

¥ 1111 0 0000 11111. 1 1 0 o,00 o o o i

,I11 1

[ C71.
A B C D E (1920)

1 000 2 2 2 0 0
0 1 0 0 (B .C, D E)
0010

0 1o1 1

[ I!0000 000f~
S0000 0 0 0 0 10 1

,. 0 11 0000 0 10 1 X Y A B C D E
0 0 00 0 0 0 001 x i.

0__ 01 01 1 1 11 y 1-1 12-1-210 00 0 0 0 0 1 1 1 1 Z 2 4 1 -1-1 0 2

¥ 1 1 00 0000 1111
V 11010 0O000 1111

SII]

K] -93-

:1

'I



AERONUTRONIC DIVISION

72. A B C D E (1920)

0,1 00 3 3 1 1 1
0 0 0 0 (A 4B, C•D)
0001

• 1. 1

00.00 00o00 i11111
X 0000 0000 1010

10011 0000 10 10 X Y A B C D E

0 0 1 11 000 0 1010' 01 0 10 1 1 11 Y• -1 2' 2 -1 3

000 0 11111 ZI4 1-1-1 0I-2
0100!0000 1111

00 0000 111 1

73.
A B C D E (480)

0 1(2 2) (2 2) 0
0 0 0 1 (A 4C, B -D)
0010

0000 0000 0100
X 0 000 0000 0 101

0011 0000 0 0o1 X Y A B C D E
oo011 00 01101 x 1 1 o 1

0 0 0 0 1 1 0 1 y -2-2-1 1 -3
1111 01 0 100 1 1 11 z3 1 -1 2

¥ 110111 0 1 00 1111
1010 I 010ooI1 111
1010

-94-



S AlEfONUTRONIC DIVISION

74.

A B C D E (960)
01102 0 0 _( O )

1 0 0 0 (B-C, D D, E--g)
10 001

z,I000000011

0 X 0000 1000 1 1 1 0

0011 0000 1110 X Y A B CD E
0.0 1 1 1 000 1110 x 1 0 1 0

1 0 000 1111 1 -1 2
04 1 0 1 3

y 0 00 1 I000o I Ii 1

0 0 01 1100 11 1 1

S E 7.5.
A B C D E(1920)0 0 0 13. 1 1

0 1 0 0 (B C-c• D,.E)
S00
0110

0000 0000 0 001

0 0 ,000000 0 00 o 010ol .

Si01 1 0ý 0 0 0 0 0 0 1 1X, 1
0 1 1 0000 0 0 1 0 1 10 1 1

10000.1 111

I -95-H ___



AERONUTRONIC OIVIStON

76.
A B C D E (960)

1 00 1 3 (1 1) (1 .1)
100001

z
0 0.0 0 0 0 0 0 1101
0 0000 0000 0000
i001l1 0000 1111 X Y A B C D E
00 11 0000 01000 X 1 1 X 10

00001111 y 2-2-231-110101 0o 0 0 1~ 1 Z2 4 2 .1-2*-l
0 1 000 1101 1
0 010001111

'1_00111

77.
A B C D R (960)

00000 .2 2 0 0 0
00 1 1 .(A .B, C'"D)
.1 1 1 0 (C D, E E)

z
0 0 0o 0oo o o 0 1 1 I

0 000 0 G0 00 0 01 1
. 100111 0001 1111 X Y A B C D *E

00 1 1 0 0 00 001 1 0 10: 00 0 0 00 1-2 2 3 -1 -1
00000 0 0 0 0 0 0 13 4 4 1 -2 2 1,I

iO 0000t 0000 0000 IU E iI,
Y 1111 0000 0011

1110 00 000o0loo 0
1111

•-96-



I

AERONUTRONIC DIVISION

1 78.
A B C D E (480)

1 0 0o 1 1 (1 1)(1 1)
S0 0 01 (B D.D, C-E)

0001!

S0000 0000 1101

0 0 000 0000 1101.

0000 0000 1101 X Y A B C D E
1111 0000 1101 1

1I 110 0 1 11 1 ' 2 l0 - 0 - 2 2 1101 1 110 0 o- 111 1 1 1 0 0

0 0 1 1 1100 1111
0" 011 1100 1.111I

0010'

I
79.,
i9 

A B C D E (960)
O 0000 2 2. 0 (0 0)
1 001 (A B, D D, E )

0001

z.[ iO~0000 0 00 0
X 10000 0000 1 101

[ 000 0 00 111 1 X Y A B C D E
0 11 0 0 1 1 11 1 1 1 0 0

0000 00 00 -1 0 1 10-2
Ii01.0 0000 0000 2-3 3 .3 2 1-1 2

S10111 000'0 0100 0
I1010 0000 10101
L0-97

S'-97-

il'



AERONUTRONIC DIVISION

so.
A B C D E (384)

1001 1 1 1 1 1
0 0 1 0 (A-B--B C -.D -3--A)
0 0 0 1 (B ., C - D)

z0.10010010

0 0:.0 01 0 0 0 0 1 1 0,1

0000 0000 1 1 1 1
0000 0000 0101 X Y A B C D E
1111 0000 1101 X

1 1 01 1 1 1 1 Y 1 -1.-3 2-

1-2 -1 -1 1
Y .0 010 0 1 01 1, 1 1 1

1011 1101 1111 1

81.
A B C D E (1920)

0000 .1 1 1 1 110 11 (14.C, D-e-)
1101

,0001,

F5000h 0000 000 0

X 1 000 0000 1111
I0000l 0000 1101 X Y A B C D 0

1~~i 110 1 1 1 11 1 110
0 0 0 00 0 000 -3 -1 -2 2 -I

1i 100 0000000 C33 4 2 3-
Y 110111 0000 0000

-98-



ACIONUTRONIC DIVISION

1 82.
A B C D E (2)

0 1 0 (0 0 0 0 0)

1001[ 0110

z
0 00.0 0000 1110
S0 0 0 10 0 00 1 00 00001 0000 1000 X Y A B C D.E

1 1 1 0 1 1 11 -3 1 1 1 1~l I 1 1 1 0000 0 101
y E22 1 -1 -1 -1 -1

S1iiii 1000 1111

[11111 0 000 1.110
l 11

L 83.

A B C D E (120)
0I 001 0 00 00 0

110 (B C D E B)
0. 1 1 1 (B .E, C .D)

0 01 00 (A.A B., Di)
z

0,001 0111 1 1 X Y A B C D E

0 0 0 0 00 111 3 -1 2-20 00 0 G'0 0 0 0 11 13 4 -2 1 -1 3 1 ,

¥ 1i1 0 0 0 0 01 1 1 11 10 00000 0 000 0_____

oi .

,-99'



AIRONUTRONIC OIVISION

TABLE II

xx x

8. A B C D E A B C D E A B C D E X A B C D E
a)3 22 1 1a)-1 2 -1-2 11 a) 1-2-1 -32 y12 452 3'

2 1 2 1 1 F-2 -3- 1-2.1' 1-2 1-3 2
2 1 321 2 11 0-1 1 -2-1 -23
2 1 3 1 2 3 1 2 1 -2 1-23
10 2 1 1' 3 -1 2 1 0 - 0 -1
1 -1 3 2 2 1 0 1 0 1 -1 -3 -1 -2 2
1-1 3 1 1 2 -1 3 1 21 -1 -3 1 -2 2
0 -1 2 1 1 2 -1 3-1 2 -1 -2 0 -1 1
-1-2 3 2 1 1 2 1 31 3 1 1 -1 1
-1-2 3 1 2 2 -1 2 -1 31 2 0 1 -1 1

1 -2 2 1 11 1 -1 2 0 1, 3 -1 2 -2 1
-2 -3 2 1 1 1 1- 1 0 2 3 -1 1 -2 2

3 2 1 -1 21 1 -1 2 1 2 3 -1 2 -1 2
2 1 1 -1 2 1 -1 2 -1 2 -1 1-2 1
2 1 1 -2 3 1 -2 3 1 2 1 2 -1 1
2 1 2-1 3 1 -2 3 -1 2 2 -1 1 -1 2

1 -011 2 1 -2 2 1 31 '2-2 1 -3 1
1 -1 2 -2 3 1 -2 2 -1 3 2 -2 3 -1 1

1 1-1 3 0 -1 1 0 1 2 -2 1 1 3
0 -1 1 -1 2 !-1 -3 2 1 2 1 -1 1 -1 1
1 -2 1 -2 3 -1 -3 2 -1 2" 1 -2 1 -2 1;
- -2 2 -1 3 1-1 -2 1 0 1 1 -2 2 -1 1

1-1 -2 1 -1 2 1 2 1 0 -1 1 1 -2 1 -12
-2 -3 1 -1 2 3 1 -1 -2 21 1 -3 2-2 1
3 2-1 -2 3 1 1 -2 21 1 -3 1 -2 2

-1 1 -21 1 0 0 - 31 1 1-3 2 -1 2
2 1 -2 -3 1 2 -1 - -3 2 0 -2 1-1 1
2 1 -1 -3 2 2 -1 1 -3 2 -1 -3 1-1
1 0 -1 -2 1 2 -1 -1 -2 3
1 -1 -2 -3 2 2 -1 1 -2 3
1-1 -1 -3 1 1-1 0-2 1
0-1 -1 -2 1 1 -1 0 -1 2

-2 -1 1 -2

'-100-



AERONUTRONIC DIVISION

1 9.

a) X A I C D E b) X A B C .DE
Y 12 5 2 27-1-1 Y 12 5 3 3.-1

x x x x

IA B C D E A B C D E A B C D E A B C D E
a) 3 2 2 1 L, a) ý-l 1 1 3 1 b') -3 -2 -2 1 -1 b) 1 .4 -1 3 -l,

2 2 1 1 1 -1 2-2 1 -2-1-2 1-1 11 2-2 1.-li
2 3 1 2 11 -1 2-1 21 -2-1,-3 2-li 11-2 2-1
1 1- 1 11 2if-1 2 -
1 20 111 -1 01 211 ~1 0-2 1-1 1 0-1 2-1
1 2 1 21 -1 11 2 2 -1-2 -1 -12 1 -1 2 -2"1 1. • 2 2 1 -. 2 -3 1- 1 -1.- -1 2-22 3 -2 1-1.
1 3 3-1 1. 1! 1 ., ,-1 1 l -1 1 -3 1"-1 1.1 -1 1- -1l

1 1 -12-1 3 21 -1-1 -3 2 -21 2 1 -2 3-

• 1,3 1 2 2131 -1 3 , . -1- •1 •1-3 2 1 -1 2-2
. 2 2 3 11 -2 :1 1 3 2; -1-2-2 3-l, 2-1-1 3-2
1 2 1 3 21 12 -1-2 11 I 1 -1 - 3-23 22 - 1 -1
0 2 -1 1 i --2 1 -1 2 i 0 1 -2 1 - 2 1 -1 2 -1
01 0114 10 0 11 0 0-11- 1 00 1-1
01 12 1! -3 1 22 1 0-1 -1 2 -1 3 2-1 2-1

S-13 -2• 2 -3 11 22 12-3 2 -1 3 1-1 2 --1 3 -1. 2 -3 -1-1 2 2 1-3 2 -2 3 1- 1 2-2
- 21 3 2 I 1-2 3- 1 01-1-1, 2 1 3 ill -2 1. 1 1-, - 1-

i

II

ii

i. - 101-,

,iI



AERONUTRONIC DIVISION

10.
a) X A B C D E b) X A B'C D 9

Y 12 2 4 3 3 1 Y ý22 2 23 3-11

x x

A B C D E A B C D E
a) 3 1 2 2 -1 b) 2 2 1 1 1

2 0 1 1 -1 13 2 1 1 2
3 -1 1 1 -1 1 1 0 0 1
ý3 -1 2 1 -2 2 2 1 -1 3
2 -1 1 0 -1 2 2 -1 -1 3
2 -1 1 1 -2 3 2 -1 -1 2
3 -2 2 -1 -1 1 1 0 -1 2 2
'3-2 1 -1 -2 ~2. 1 -1 -1 2
3 -2 1 1'-2 2 2 -1 -1 1
2 -2 1 1-3 1 -1 -1 3
2 -2 1 -1 -1 2 1 -1 -2 3
1-1 0 0-1 1 1-1-1 1
2 -3 1 -2 -1 1 0 -1 -1 2
2 -3 1 -1 -2 1 -1 -2 2
2 -3 -1 -1 -2 1 1 -2 -2 1
2 -2 -1 -1 -3 1 1 -2 -2 3
1 -2 0 -1 -1 1 -1 -2 -2 3
1 -2 -1 -1 -2 1 1 -2 -3 2
1 -3 -1 -1 -1 0 0 -1 -1 1
1 -3 -1 -2 -2 1 -1 -2 -3 2
0 -2 -1 -1 -1 -1 -1 -2 -2 1
k1 -3 -2 -2 -1

-102-



AERONUTRONIC DIVISION

X) XAB CDE b) X A BC DE
) 13 5 3-1 2-17 Y 13 4 5 2 2 1

x x x x

A B C D E A B C D E A B C D E A B C .D E
a) 2 3 2-1l 1a)-1 1 -2 C b) 3 1-1-1 1 b) 1-1-2-2 1

1 2 1 -1• -1 1 2 -2 1 2 1 -1 -1 0 1 -1 -2 -2 -1

-1 2 2 -1 -1 1 2 -2 -1 2 0 -1 -1 1 - -1 -2 -1 0
1 3 2 -2 11 -1 0 2 -1 3 1 -2 -21 1 -2 -2 -1 1
1 3 2 -2-i -2 1 2 -3 3 1 -2 -2 -1 1 -2 -1 -1 2
'1 2 3-211 -2 1 2-3- 3-1-2-2 1 1-2-3 -2 1

S2 3 -1 2 -2 1 3 -2 3 -1 -2 -1 -2 1 -2 -3 -2 -1
0 1 1 -1 -2 1 3 -2 - 1 0 -1 -1 0 1 -3 -2 -2. 1
0 1 2 -1 -2.-1 3 -2 1 2 -1-1 -12 1 -3 -2 -1 2
1 22 -3 1 -2-1 3-1 2 21 1 0 -1-1-1 0

1 2 2 -3- -1 0 1-1 0 2 -1 -3 -2 1 0 -2 1
-1 2 3 -2 1 -2 -1 2 -1 1 2 -1 -3 -2 1 1 -3 -2 -2 1

--l 2 3-2-1 -3-1 2-2 1 1---1 1 1--3-2-2-1
1 1 3 -22 -3 -1 2 -2 -1 2-2-1-13 -- 11 - 1
"-1 3 - 1 -3 2 2 -1 1l 2 -2 3-3 1 -1 -2-1 -1

1-1 12 -1 -2 -1 -10

c) X A B C D E d) X A B C D E
Y 3 4-1 -1 1 Y F 4 3 1 2

*1x x x IC

A B C D E A B C D E A B C D E A B C D E
c) 2 1 1 1 c) 1-1 2 1 d) 2 -- -1 -3d -1

2' 11-2 3 1 1 o 1

3 1 '22 1 -2 3 1 -1~ 1 2 -2 -1-31 -- 1-2
1 0 1 0 0-1 1 1 0 1-1-1 -21 -2 -1 -- 21
2-1 3 2 1 -1-3 2 2 11 1 1-2-2-3 - -2-1-1-2
2-1 3 2-1 -1-3 2 2-1i

1 -1 2. 2 1 -2 1 1 01
[ 1 -1 2 2 -1

'fit
l -103-

'i



AERONUTRONIC DIVISION

12. ,) x ADBco, b) XAB cD E

Y3 5 4-1 2 2 y12 4 2 1 1 1

x x

A B C D E A B C D E
a) 3 2 2-1-lI b) 1 3-1-1-1

2 2 1- 0- -1 -1 -1
112 1 2 -1 -1 -1 3 -1 -2 -2
. 1 -1- -1 2-1 -1 -2

2 1 3 -1-2 -1 1-1-2 --2
1 1 1-2 -2 -2 20-1 -1 -31

11 2 -1 -2 ..- 2 1 -1-1 -2
'1 0 21- [3 1 -1-2 -2j

1 3 -2 -2' -2 0.-1 -1 -1
J1 1 2 -2 -3 :-_3 "1. .-_i 1 3 - 1 - 1

1 -1 3 -2 -2
0 0 1 1 -1 I

0-1 2-1-1 c) X A B. C D E
-1-1 2 -2 -3.__ ____
-1- 3-2-2- Y !3 4 3-1-1-1;-l -1 3 -2 -2

-1 -2 3 -1 -2
-1 -1 1 -2 -2 X

1-1-1 2-1-2 A B C D E
i-1-2 2-1-1 c) 2 2 1 1 1
-1 -1 1 -I-1 , i 1 1 1 1

;-2 -3 2 -1 -1i 1 1 2 2 1,
i-2-2 1-1-1 1 1 3 2 2

0 0 11 1
1-1 -1 3 2 2
-1 -1 2 2 1
'-1 -1 1 1 1:

-2 -2 1 1 1

-104-



AERONUTRONIC DIVISIONI
13.

a) X A B C D E b) X A B C D E
I Y 3 5 3-1-1 2 Y 3 3 4-1-1-1

x X

A BC DE AB CD E
a) 2 3 1 1 -2 b) 3 1 1 1 1

1 2 1 1 -2 2 0 1 1 1
1 2 2 1 -3 3 -1 2 2 130 1 1 1 -2 2 -1 2 1 1i

1 1 1 -3 1 -1 1 1 1
-1 1 2 2 -3 2 -2 3 1 1

-2-1 2 1 -3 1 1-3 2 2 11

-2-1 1 1 -2 0 -2 1 1 1
1-3 -2 1 1 -2 -1 -3 1 1 1

14.
a) X A B C D E b) X A B C D E c) X A B C D E

Y 13 3 5 2 1 -Y 3 4 5 2-1 Y 3 3 4-1-1-

A B C D E A B C D E A B C D E
a) 3 1 -1 -1-1 b) 32-1 1 c) 3 2 2 1

S0 -1 -1- 2 1 -1 1 2 1 2 1
3 -1 -2 -1-2 2 1 -2 1 2 1 3 2
3 -1 -1 -2-2 2 1 -1 2- 1 0 2 1
2 -1 -2 -1-1 1 0-. - 1 -1 3 2

,2 -1 -1 -1 -2 1 -1 -2 2 1. -1 3 1I
' - i i II i ii "0 -1 2 1i

2 -2 -1 -1 -3 0 -1 -I1 1 -2 3 2
2 -:2 '-3 -I -I I-i -2 -2 i -- i -2 2 1
1 2-2 -1 -1 -- 1 -2 -1 2 -- 2 -3 2 i
1 -2 !-1 -2 -1 •

:2 23 -111 -3 -1 -2 - -2 - I I -
1 -3 -2 -1 -2,0o -2 -1 -

1-1! -3 ,I-1

S ] -105-



AERONUTRONIC DIVISION

15.
a) X A B C D E

y !2 3 2-1-1 0o!

x

A B C D E
a) 1 2 1 1 0

1 3 2 2 1

0 - 1 1 0
•-1 2 3 2 1

-1 1 2 1 0
-1 1 2 2 1

-2 1 3 2 1
i-1 0 1 1 0
-3 -1 2 2 1
-2 -1 1 1 0

16.
a) X A B C D E

Y 2 3 3 1 1 iI

x
A B C D E

a) 2 2 -1 -1 -1
1 1 -1 -1 -1
0 0 -1 -2 -2

1- -1 -2 -2 -3

-1 -1 -1 -2 -2
-1 -1 -1 -1 -1

-2 -2 -1 -1 -1

-106-



I

AERONUTRONIC DIVISION

1.7.

a) A B C D E b) X A B C D E
Y 5--1 3 2 Y 13 3 2 2 1

x x

A B CDE AB CD E
a) 1 3 -1 2 b) 2 -1 -1 3

0 2 -1 1 1 -1 -1 2
-1 3 -1.1 1 1 -2 -1 2-
-1- 3 -2 2 10 -1 -1 1
1- 2 -1 1i -1 -2 -2 1
-1 2 -2 1-2

2 3 -2 1- 1--.0I-2 2 -3 1

1 1 -1 0 0

-3 2 -2 -1-

c) X A B C D E d) X A B C D E e) X A B C D E
Y14 1 3 3 2 2] Y 5 2-1-1 3 Y•12 3 1 1 2

x x x
A B C D E A B C D E A B C D E

c) 3 -1--1 1 1 d) 3 2 2 1 e) !-3 -1 -1 -2-
2 -1 -1 1 0 1110
3 -2 -2 1 1 2 3.2 -
3 -2 -2 1 -1 1 2 2 -1
1 -1 -1

S2 -2 -3 -1 -1
1,•] -2 -- Z -1

1i

II -1.07-

II
!.



AERONUTRONIC DIVISION

18.
a) .. X AB C DE b) 2X-14CD-

.Y 4 2 1 3 3 2 y 5 3 21 42

x x

AB C DE A B CDE

a) 3 2-1--2; b) 2 1 3-1 2

2 2-1--1'1 1 2 -1 2

2 1 -1 -1 -2 1 0 2 -

1 1-1 -1 -1 ;1 1 3 -2 2 1

2 1-1 -2 -3 1 1 2 -2 3

1-1-2 -2 1-321
1 0 -1 -1 -2 0 0 1 -1 1

1 1 -2 -2 -1 -1 -1 2 -3- 2

1 1-2 -3 -2
1 1 -2 -2 -3

o o0-1 -1 -1L

*c) XA B CD E d) XA B CD E e) XA B CDE

Y5 3 2-1-
1 3 : Y';3 4 1 2 2 - y3 43 22

x x x

A BC DE A B CDE A BCDE

c) 1 12 2 -1~ d) -2 2-1 -13 1 e) -2 -3-1 -1 -2

1 1 3 2 -2 ,-2 1 -1 -1 2 '-2 -2 -1 -1 -1

100 1 1-l -3 1-.1 -2 2!ý

- -1 2' 2 -3 1-2 0, -1 -1

19..
0a)- 1 1 2 1 1 1 1 1

13-1 -2 -2 13 2-1 2 2 1

21123 3- 1 2 2 ý2

b):-3-1 1 14 31 2 1 1'

-108- i



S 3,r/ 6 Wrn a.in ,
ALRONUTRONIC DVISION

20. 23.
A B C D E X A B C D E A B C D E X A B C D EU a) ;-1 3 2 -2 -1 3 2 0 1 2 1 a) 3 -1 •I 1 1 2 -1 1 0 0

1 - 2 1 -2 -1 3 2 0 1 2 1 2 -1-1 1 0 3 -1 2 2 0 1
-2 2 1 -3- 3 2 0 1 2 1 3 -2 -2 1 -1 3 -1 2 2 0 1

1- 2 1 -3 -2 4 3 1 2 3 2 3 -2 2 1 1 4 -] 3 3 1 1
I -1 1 0 -2 -1 4 3 1 2 3 2 1 -1 -1 0 0 4 -1 3 3 1 1

-2 1 -1 -3 -2 4 3 .1 2 3 2 b) -L -1 -1 1 -3 2 1 1 1 0 2
) -1 -2 -3 -2 -1 3 2 3 4 2 1 - 1 -1I 0 -2 3 2 2 2 1 -A

c 1 2 -2-i 3 3 2 1 3 IL - c) 1 1 .1 0 o. 4 1 1 1 1 1
-1 1 -2 -1 2 3 2 1 3 1 -L
-2 1 -3 ,-I 2 3 2 1 3 t -S-I 1I -3 -2 .2 4 3 2 5 2 -1 24.

1 0--2 -1 1 4 3 2 5 2-1 'A B C D E X A B C D E
d) -1 2 1 2 3 4 3 1 2 -1 -2. a,). 2 2 -1 -1 -1 2 0 0 1 1 1

1- '1 0 1 2 4. 3 1 2 -1 -2 -1 I -1 -1 -1 2 0 0 1 1 1
-2 1 -'1 2 3 4 3 1. 2 1, -2 1 1 '-1 -2 -2 3 1 1 2 2 2

3 2 1 2 -i 3 -1 0 I"-'l 1 1 1 -2 -2 -3 3 1 1 2 2 2
2 1 B C -1 4 - 1 2 C- 2 0 0 -1 1-1 3 1 1-2 22
3 1 -1 2 -2 4 -1 1 2 -] '2 b) 1 1 2 2 -1 3 2 1 -2 -1 2

1 - 3 2 -2 3 1 4 -- -1 2
0 11 I -1 3 1 1 -1 I 2'21. -I mi' 2 2 -3 4 2 2 -1 71 3

A B C D E X' A B C D) E c) -2 -2 -1 -1 -1 2 2 2 1 1 1
a) -1 3 -1 -1 -1 4 3 -3 1 1 - I

Sb -1 3 1 .- 2 -2 5 -4 -3 -1' 2 2

) 3ý 1 1 1 .. 1 4 .- 1 - I " =l 1 -1 25,'

a) 1 3 -1 2 2 4 2 -2 1 -1 -1
S22. 0 2.-l 1] 1 5 3 -3 2 -1 -1

A B C 1 E X A B C 1) E b) 1 1 1 2 2 5 2 -1 -1 -2 -2
a) 1 2 2 1 1 4 1 -1 -1 -I. -. c) 3. 2 2 -1 -1 3 0 -1 1 1 1
b) 3 -I -1 2. 2 "3 0 2 2 -1-1 2 2 1 -i -1 4 1 -1 -1 2 2

2 -1 -1 2 1 3' 0 2 2 -. -1 1 1. 1 -1 == 4 1 -1 -1 2 2
1 -1 -1 1 1 3 0 2 2 - 1-l .1 1 1 -2 -2 5 2 1 -=] 3 3
1 -2 -2 1 1 4 1 3 3 -1 -1 d) -2 2 -3 -1 -] 3 3 -1 2 1 1

c) 1-1-1 3-1 3 1 2 2-2 1 -2.1-2-1-1 4 5 -1 3 2 2
0 -1 -1 2 -1. 3 1 2 2 -2 1 e) -3 -1 -1 -2 -2 3 4 1 1 2 2

-1 -2 -2 3 -1 4 2 3 3 -2 1 f) 2 -1 -1 3 -2 3 1 1 1 -1 2H d) -2 -1 - 23 '3 3 2 2 -1 2 1 1 -1 2 -2 3 1 1 1 -1 2
-2 -L -1. -2 3 3 2 2 -1 2 I -1 -2 2 -3 4 2 1 2 -1 3

e) -3 -1 -1 - 1 3 4 2 .2 1 1 0 -1 -1 1 -2 5 3 2 2 -1 4
1) 1 3 -1. -1 -1 3 t -1 2 1 I1
0 2 -1. 1 L '3 I -1 2 I I
1- 3 -2 -1 -2 4 2 -1. 1 2

1- 2 -2 =' -.j 5 " -1 4 2 2

U -109-

.11



A ERON UTRONIC DIVISION

26. 29.
A B C D E X A B C D E A B C D E X A B C D E

a) 1- 2 1 3 -2 2 1 0 0 -1 1 a) -1 -2 -2 -I-3 4 3 2 2 1 3
-1 1 0 2 -1 4 3 1 1 -2 2 b) !-1 2 -1 3 -2 4 3 -1 1 -2 2
-2 1 -1 3 -2 4 3 1 1 -2 2' -1 1 -1 2 -2 5, 4 -1 2 -2 31
.-1 1 1 2 -2 3 2 1 0 -1 2
-2 1 1 3 -2 5 4 2 1 -2 3:
-2 1 1 2 -3 3 2 1 0 7-1 2' 30.
-1 0 1 -1 5 4 2 1 -2 3; A B C D E X A B C D E

b) 2 1 0 -1 -1 4 -1 1 1 2 2 a) !'-1 1 - -1 -3 3 2 1 1 1 3;
3 1 -1 -2 -2 4 -1 1 1 2 2' b) ý-1 2 2 -3 1 3 2 -1 -1 2 0j
3 1 1 -2 -2 5 -1 2 1 33 - 1 1 -2 0 4 3 -1-1 3 1
1 0 0 -1 -1 5-1 2 1 3 .3 c) -1 3-1 -1 1 3 2 -2 1 1 0;

c) -1 -3 1 -2 -2 2 1 2 0 1 1 -1 2 -1 -1 0 5 4 -3 2 2, 11
-1 -2 0 -1 -1 4 3 5 1 2 2i d) 3 -1 -1 -1 1 3 -1 1 1 1- 0

d) 73 1 1 2 2 ' 3 -1 1 0 -1 -1 2 -i -1 -1 0 5 -1 2 2 2 1
*1 0 0 1 1 5 -1 2 1 -2 -2 e) .2 1 1 1 0 4 -1 -1 -1 -1 1

27. 31.
A B C D E X A B C D E A B C D E X A B C D E

a) -1 2 1. 2 -3 3 2 0 1 -1 2 a) 1- -1 3 2 2 3 2 1 -1 -1 -1
-1 1 0 1 -2 3 2 0 1 -1 2 1- -1 2 2 1 4 3 2 -1 -2 -
-2 1 -1 2 -3 5 4 1 2 -2 3 1- -1 1 1 1 5 4 3 -1 -2 -2i

b) 1 -3 1 2 2 3 2 3 1 -1 -1 b) -1 -2 -1 3 -2 3 2 2 1 -2 1'
1 1-2 0 1 1 3 2 3 1- -1 -2-2 1 3 -1 4 3 3 2 -2 1

c) 2 1 0 1 1 3 -1 0 1 -1-1
3 1 -1 2 2 5 -1 1 2 -2 -2

32.
28., A B C D E X A B C D E

A B C D E X A B C D E a) 2 -2 -1 -3 1 4 1 3 2 2 1,
a) -1 -1 -1 1 3 4 3 2 2 1 -3 1 -2 -1 -2 1 4 1 3 2 2

'-1 -1 -1 0 2 4 3 2 2 1 -3 1 -3 -2 -2 1 5 2 4 3 2 -1
b) !-1 3 -2 2 1 3 2 -1 2 0 -1 b) -3 -2 -1 2 1 4 5 3 2 -2 -1i

-1 2 -2 1 1 3 2 -1 2 0 -1. c) 1 2 3 -2 1 5 2 -1 -2 2 -1;
)1,-2 2-3 1 1 4 3-1 3 1 -1 d) 2 3 -1 2 1 4 1 -1 2-2 -1

c)-1 3-1 1-1 4 3-2 2 1 1 1 2-1 2 1 4 1-1 2-2-1'
1-1 2-1 0-1 4 3-22 1 1 1 2-23 1 5 2-1 3-3-1
-2 3 -2 -1- 15 4 -2 3 2 1

d) !-l -2 -2 -3 1 3 2 2 2 3 -1
e) -1-1 -- 3- 4 3 2 2 5 1
f) 3 -11 1- 1 4 -1 2 2 1 1

I 2 -1 -1 0 -1 4 -1 2 2 1 1
3 -2 -2 -1 1 5 -1 3 3 2 1

8) W 3 2 2 1 1 4 -1 -1 -1 1-1i
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"33. 38.
A B C D E X A B C D E A B C D E X A B C D E

a) 1 0 2 0-1 1 1 0 a) -1 -2 3 2 -1 4 2 3 -2 1 1
1 3 -2 -2 1 3 1 -1 2 2 0 -il -2 2 1 -1 5 3 4 -2 -1 2
0 1 -1 -1 0 3 1-1 2 2 0 *b) 3 -1 -2 -1 2 4 -1 2 2 1 -1

b) -2 1 -1- 1 0 2 2 1 1 1 0 2 -1 -21 1 5 -1 3 3' 2 -1
5 c) 0 1 1 1 0 3 1-1-1-1 0 c)-1-2 -2-3-1 4 2 3 2 3 1

"34. 39.
A B C D E X A B C D E A B C D E X A B C D E

a) -11 1 2-2 21 0 0-1 11 a)1- 1 11-2 0 32-11 -12
i -2 1 1 3-2 4 3 1 1-2 .21 b)2 1 1 1 0 3-1-1-1-1

-1 0 0 1-1 4 3 1 1-2-2!
b) 3 1 1 2 2 4-1 1 1, --

1 0 0 1 1 4l1 1 -21-_ 40.
A B C D E X A B C D E

a) -1 -1 2 2 1 4 2 2 -1 -1 -i
35. -1 -1 1 1 1 5 3 3 -1 -1 -2

A -B C D E X A B C D E, b)-2-2-1-1 .3 3 2 2 -1 1-2
a)-1 1 3 2 2 4 2 1 -2 -1 -1 c) -1 -1 -2 -2 1 4 2 2 3 3 -1

-1 0 2 1 1 5 3 2 -3 -1 -1 d) 3 -2 -1 -1 -2 3 -1 2 11 I
Sb) -2 -3 2 -1 -1 3 2 3 -1 1 1 2 -2'- -1 -1 1 4 -1 3 2 2

c) -2 2 -3 -1 -1 3 2 0 2 1 1
-2 1 -2 -1 -1 5 4 1 3 2 2

d) -1 1 -2 2 - 3  4  2 1 2 -1 3 41.
-1 0 -1 1 -2 5 3 2 2 -14 ABCDE XABCDE

e) 2 0-1 1 1 5 -2 2 2-1 -1 a) 1 1- 13 -1 5 3 2 2-41
f) 3 2 2-1 -I 1 3 -i1 0 - 1 - b) ý22 -3 1 1 4 3 -i 3 -1-1

S,2 1 2 -1 -1 5 5-1 1 -2 2 2 "c) -1 3 -1 -1 -1 5 3 -3 2 11

d) 3 2 2 1 1 4 -1 -1 -1 -1e) 3 -1 -1 -1-1 15 -2 2 2 1.-1

p• 36.
A B C D E X A B C D E

a)-1 -1 3-2-2 2 1 1-1 1 42.
'-l-1 2-1-2 3 2 2- 1 A B C D E X A B C D El -1-1 1-1-1 4 3 3-12 a) ,l 2 2 1 1 4 3-2-2-4: mll

37.
A B C D E XA B CD E 43.

a)0 2 -1 -1 -1 4 2 -2 .1 1 11 A-
b) 1 -1 3-2-2 :3 1 1-2 1 1 a) 3-2-2 1 1 2- 111 .0 "

•(0 -1 2 -1 -1 4 2 2 -3 1 11 -1 1-1 0 0 5 -2 3 3 1 1.

2 2,1 11 3 0-1 -1 -1-1j b)I'1 1-1 00 5-w2 -2-2 1 1
11 1 1 1 5 1 -1 -2 -2 -2

d) -2 -2 1 1 1 3 3 2 -1i
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44. 50.
A B C D E X A B C D E A B C D E .X A B C D E

a) -1-2 0-1-1 5 34i12 2 a) -21 12 -3 5 3 1-1--2 3

b) -1 1 0 2 -1 5 3 -1 1 -3 2 b). 3 1 1 2 21 5 -2 1 -1 -2 -21
c) -2 -1 1 2 -3 3 2 1 0 -1-
d) 3 -1 1 2 .2 3 -1 1 0 1'1i

e) 2 1 0-1 - '5- 2 -1 1 2 2; 51.
A B C D E X A 'B C D Ea) 1-2 2 -3 -1 -1l 5 3 -1 4 2 2.

45A B C D E X A B C D E b -- .-2- 122
a) :-2 -2-1 1 1 4 3 3 -1 -1 -11
b)1-1-13 1A 4 2 2-3 1 .1i 52. B0 ) 3 -l 1-I I-1 4 -2 2 1 1 Al A B C D E X A B C D E

d) 2 2 1 1 1 4 -1 -1 -1 -1 -I a) -2 -3 -1 2 1 5 3 4 2 -2 -1
c) [3 2 -1 2, 1 5 -2 - 2 -2 -1

4.b)J- 2 2-1 -3 1i 5 3-1 2 3-1
46.

A B C D E X A B C D E
1 -2-2 1 1 3 0 2 2 -1 -1 53.

b) FO-i- 12-i 4 1 2 2-3 1 A B C D E X A B C D E
c) 1 2 2 1 1 3 0 -1 -1 -1 -1 a) 1-2 1 -1 -3 2 5 3 1 2 4 -2

d) 0 2 -1 -1 -1 4 1 -2 2 1 1 b) -2 I 2 -1 3 5 3 1 -1 2 -3i
c) 3 1-1 2 2 5 -2 1 2 -1 -2

47.
A B C D E X A B C D E, 54.

a) 3 -1 -1 -1 -.1 3 -2 1 1 1 1. A B C D E X A B C D E,
b) I 1 1 1 1 4 -1 -1 -1 -1 -1 a) j-2 -1 3 -2 1 5 4 2 -3 2 1,

b) 1- 2 2 -3 -1 5 3 -1 -2 3 1,
c) -1-3 2. 2-1 5 3 4-2-2 1

48. d) 3 -1 -2 -2 1 5 -1 2 2 2 -1
A B C D E X A B C D E

a) -1 2 2 -1 -1 3 2 -1 -1 1 1
-1 1 1 -1 -1 4 3 -1 -1 2 2' 55.

b) -1 -1 -1 -2 -2 3 2 1 1 2 2 A B C D E X A B C D E
a) 3 -2-2 1 -1 5 -2 3 3 -1 11

49.
A B C D E X A B C D E 56.

a) 1-2 2-31 1 5 3-2 3-1-1 A .B C D E X A B C D E
b) 3 2 2 1 1 5 -2 -2 -2 -1 -1 a) 0 2 -1 -1 -1 3 1 -2 1 1

b)1 1 1 1 1 3 0- -1 -1-I
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S57. 64.
A B CDE X AB C DE A BC DE X AB.C DE

a) -1 2-2 1 115 3- 23-1-771 a) ý2 -1-2 11 4 3 22-1-
b)ý 3 -2-1-1 4 3-22 111 b).2 1211 4 -1 2,-2-1-
C) 3-2 -2-1 -1 4-1 2 21 1

65.
58. A B C ,D -E X -A B C D E

A B C D E X A B C D E a)2 2--1-.-114-2-2 1 1.
b) -3 -1 -1-2 -2 4 3 1 1 2

c) -1 1 1 2 2 5 2 -1 -1 -2 -2 66.
d) 2-1-1 3 -2 1 4 -1 1 1 - A B C D E X A B C D E

.a) 1-1 1 2 2 4 1 1-1-2-

59.
A B C D E X A B C D E 67.

a) [i1l-1 2 2 51-1 2 -2 -21 A B C D E X A B C D E
1b) i -1 -2 5 1 -1 2 3 31 a) 2 -2 -1 -1 -1 3 -1 2 1 111c) I-I -- 2 -21 4 1 1- -3- 22. b)-- .I 4 ý22 2- -1 -1

d) 1-1 2 3-2 4 1 1 -1 -2 2

68.
60. A B C D E X A B C D E

A B C D E X A B C D E a) i-1 1 1 3 2-1-1-1I-1
a) 1-1 -1 3 2 2 4 2 1 -2 -1 -11

Sb) i-i - -2 2-3 4 2 1 2 -1 3.
c)l-2 1-2 - -1 5 4 -1 3 2 2 69.
d) 2 1 2-1-1 1 5-1 -Z 2 2 A B C D E X A B C D E

a) l -1-1-l -1 2 1 1 1 1 11

.61.
A B C D E X A B C D EI a) -1-1-1 0 0 2 1 1 1 00

62.
A B C D E X A B C D E

a) -1-1 -1 2 2 2 1 1 1 -1-1
-1 -1 1 1 3 2 2 2 -1 -11

IA . '63.
A B C D E X A B C D E

a) -1-1 - 2 2-3 31 1 -1 -1•2
b) 1 -1 -1 -1 5-1-1 2 2 2
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FUNCTION INDEX

A B C D E Fcn. No.Na A B C D E IFcn. No.f A B C D E Fcn. No.d

!8 0 0 0 0 1 4(2 2 2 2) 19 1i( 2 2 2 2 2) 47
4 (2 2)(2 2) 17 l 2 (2 2)(2 2)1 51

7 1 1 1 1 6 2 2 2 2 2 2 70
4 2 2 2 0 18,28

6 2 2 2 0 4 '2 (2 2 2)0. 33
4 (2 2)(0 0) 41 ,(2 2)(2 2) 0 40,73

6 2 2 0 0 9 V 4 2 2 (0 0) 27,31 1 2 2 2 2 0 53
"4 2 2 0 0 32 ,

6 2 0 0 0 13 1(2 2 2)(0 0) 55,62
4 2 (0 0 0) 37 2 (2 2)(0 0)f 34,46

6 0 0 0 0 21 4 2 (0 0) 0 54 2 2 2 0 0 52,71
5 3 3 1 1 7 4 (0 0 0) 0 39 (2 2)(0 0 0) 63

4 (0 0)(0 0) 42 2 2 0 (0 0) 50,64,79
5 3 (1 1 1) 12 4 0 0 (0 0) 66 2 2 0 0 0 77
5 3 (1 1) 1 11

3 3 3 3 3 3 2 (0 0 0 0) 68
5 (1 1)(1 1) 25,29 . J 2 (0 0)(0 0) 49
5 (1 1 1) 1 30 3 3 3 3 1 10 2 0 0 (0 0)1 74

4 4 4 0 0 2 j(3 3 3)(1 1) 23 (1 1 1 1 1)• 69
3 (3 3)(1 1) 22 (1 1 1)(1 1) 43,67

4 4 2 2 2 5 3 3 3 1 1 20 1 (1 1)(1 1), 58,78
1 1 1 1 1 80,81

4 4 2 2 0 8 . (3 3)(1 1 1) 24,36,45
3 3 1 (1 1) 26,35 (0 0 0)[0I .0 . 61

4 4 2 0 0 14 3 3 1 1 1 38,72 (0 0 0 0 0) 82
(0 o)(0 0 0) 65

4 4 (0 0 0): 16 3 (1 1 1 1) 56 0 0 0 0 0 83
4 4 (0 0)W0i 15 3 (1 1)(1 1) 48,57,76

3 1 1 (1 1) 44,59,60
3 1 1 1 1 75
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